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The theory of random fluctustions is concerned with the
investigation of the stochastic properties of sums of randonm
variables and the stochastic properties of sarmple functions of
stochastic processes.

The theory of random fluctuations developed concurrently
with the advancement of probability theory. The first steps
toward fluctuation theory were made by Jakob Bernoulli (1654-
1705), who studied the fluctustions of the number of occurrences
of a given event in a seguence of repeated random trials, Pierre-
Simon‘Laplace (1749-1827), who studied the fluctuations of sums
of independent and identically distributed random variables, and
Louis Bachelier (1870 - 1946 ), who studied the flucbtuations of
the sample functions of diffusion processes.

The development of the theory of random fluctuations nade

fifty years. Important general 1limit

ctk

great progress in vhe las
theorems were diccovered, and various mathematical methods were
found to solve specific problems in fluctuaticn theory. To give a
few examples, the weak law of large numbers, the strong law of
large numbers, the lew of iterated logarithm, the cenbral liwmi¥d
theorem and other limit +theorems were proved for sums of randnm
variebles and for stvochesbic processes, and ingenious metheds were

v

worked out to sclve meny problems in the fields of physicsg (Brownizn
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motion, diffusion), engineering (telephone traffic, dams), industry
(storage, production lines), transportation (queues, traffic), in-
surence and others,

The aim of this book is to give a comprehensive treatment
of fluctuation theory aggﬁggcg%%bhistorical development. The bock
- contains many 0ld and new results which are presented in a simple
and unified way. A significent part of the book contains original
results which were obtained by the author in the past few years
and many of them are published here for the first time.

Comprehenslon of the material in this book requires only
a knowledge of the elements of probablllty theory and stochastic
processes. We give complete proofs for most of the theorems used
in the book.

The contents of the book may be briefly described as
follows: Chapters I ~ VI deal with fluctuation problems concerning
sums of raﬁdbm variables. Chapters I-III cover finite fluctuation
problems. Here the theory of complex variables, algebraic methods,
the method of ladder indices, and combinatorial methods are used.
Chapter V deals with random walk, ballot, and order statistics.
Chépter VI dealswith limit theorems and limit distributions for
sums of random variables. Stable distributions are thoroughly
discussed in this chapter. Chapters VII-X deal with fluctuation
problems concerning stochastic processes. Here algebraic, analytic,
and combinatorial methods are used for finding varicus exact and

1imit distributions. Chapter X deals with gqueulng processes,



insurance risk processes, and storage sad dam processes. The
Appendix contains sevéral.useful auxiliary theorems in the field
of probability theory an&iéome other fields. There are more than
one hundred problems for solution and a complete sclution is
given for each problem.

each

At the end oﬁ&pbapter there is a list of references
containing the papers and books mentioned in that chapter and
numerous other references on related topics.

The ten chapters and the appendix are subdivided into
sections. The numbering of the formulas and theorems starts asnew
in each section., If a reference is made to a formuls or
theorem in the same section, the section number is not indicated.
References to formulas or theorems in another section are indicated
by two numbers separated by a dot. The first number indicates the
section and the second, the serial number of the formula or the
theorem in that section.

Finally, I would like to acknowledge the financial support

which I received from the National Science Foundabion and from the

Office of Naval Research during the writing of the book.

Cleveland
July 1973

Lajos Takdcs
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INTRODUCTTON

The theory of randam fluctuations is concerned with the investigation
of the stochastic properties of sums of rardom variables and the stochastic
properties of sample functions of stochastic processes. The aim of fluctu-
ation theory is to deduce general theorems which reveal the nature of random
fluctuations, ard to give various mathematical methods which can be used in
solving épecific problems. The purpose of this book is to fulfill this aim.
We shaﬁl deduce general theorems and work out various methods in fluctuation

theory. The general results will be applied in the theories of random walk,

ballots, order statistics, queues, insurance and storage.

In this book we consider various types of sequences of random variables

and various types of stochastic processes
Aand deduce some exact and limit theorems for such sequences and processes.

We shall consider either a finite number of real random variables
gl, 52,..., gm or an infinite sequence of real random variables gl, Erneass

Egoe e which satisfy one of the following assumptions.

(a) The random variables £)» 52,..., gm are mutually independent

and identically distributed with distribution function F(x) , that is,

NE\A{El;Xl, E;Z éxes"', g

m

;=Xm} = F(xl)F(x2)... F(xm)

X

for all real Xqs Xgseees Xp o

{b) The random variables E15 Egseees £ are interchangesble, that is,




E{Ei <X, &

; S Xpaeees By X} =PlE 2%y, B, L8 S X )

2
1 i2 n

for all the m! permutations (il, 12,..., im) of (1, 2,..., m) and for

X

all real X1 Xoseens X

(¢) The random variables £15 &5 ,'. .oy £ are cyclically interchangeable,

that is,

2By 2% = PLE 2%y, By S X5seees B 2 X0

for a.'l.‘;l the m cyclic permutations (il, i . im)_ of (1, 25¢.., m)

2,..

and fo‘r all real Xy X X

2,,0., mo

(@) The random variables El, 52, cens En,. .. are mutually independent

and idéntically distributed with distribution function F(x), that is, (a)

is satisfied for all m = 1,2,... .

(e) The random variables &> g2, cees En’ ... are interchangeable, that

is, (b) is satisfied for all m = 2, 3,... .

We use the notation T, = c:l+_£2+...+ gn (n=1,2,...) ard Ty = 0.
We shall prove various theorems for the sequence {r,n, n=0,1,2,...} and
we shall determine the distributions of variocus functionals defined on the

sequerice {zn}

We shall consider various types of real stochastic processes satisfying

one of the following assumptions.
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(a) The process {g(u) , O <u < «} is homogeneous and has independent

increments, that is, P{£(0) = 0} =1 , P{e(utt) - g(u) < x} =£{E(‘c) < X}

forall u>0,t >0 and real x , ard

X . . n
Ple(e)-E(t, ;) £x, for r=1,2,...,n} = rz PlE(t,)-E(t, ) 2x.)

for O;t0<tl< sea< tn‘,n=2,3,...,andforanyrea1 Xqs xg,...,xn.

If, in particular,

K
Prr(u) = ki = e ()

for u>0 and k =0,1,2,..., then we say that {g(u) , O <u < =} is a

‘hamogeneous Poisson process of density A

If, in particular,

X .2
2 el [V g

;
P{g(u) < xu™
. V27 -

for u >0 and any real x , then we say that {&(u) , O su < «} is a

Brownian motion process.

(b) The process {&(u) , O <u <t} has interchangeable increments,

that is, for all n = 2,3,... the random variables

ey - (LY o= 1,2,..., )

are interchangeable random variables.



T

(¢) The process {&(u) , 0 <u <t} is Gaussian, that is, for any
n=12,... and O < U <Uy <eee<u <t the random variables g(ul),

g(uz), cees g(un) have an n-dimensional normal distribution.

(@) The process {v(u), O £ u < «} is a recurrent process, that is,

for each u > 0 the v(u) 1s a discrete random variable which takes on

only nonnegative integers and which satisfies the relation

{v(u) < k} = {el+ 62+...+ ek > u}

for al% u>0 ad k =1,2,..., where 6 is a sequence

12 B5sees Bysenn
of mtfxﬂly independent and ldentically distributed positive random varlables.

If, in particular,

(l-e")‘X for x>0,

P{ek;x} =
0 for x <0,

where A 1s a positive constant, then {v(u) , O < u < =} is a Poisson process

of density A

(e) The process {X(u) , O <u < =} is a campound recurrent process,

that is,

x = I x4
1<iz<v(u)

for u > 0 where X175 Xoseers Xy . 1s a sequence of mutually indeperdent

—_— l’ e
and identically distributed real randam variezbles, {v(u) , O < u < =} is a

recurrent process, ard {xi} and {v(u) , 0 2 u < =} are indeperndent.
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If, in particular, {v(u) , O < u < =} is a Poisson process, then {x(u) ,

O <u < =} 1s called a compound Polsson process.

We shall prove various theorems for the above mentioned processes and
we shall determine the distributions of various functionals defined on these

processes.

In what follows we shall give a brief description of the contents of

the book.

]I}n Chapter I we consider a space R of functions @¢(s) defined for
AN

Re(s) = 0 on the complex plane, which can be represented in the form
|
8(s) = E{ze "M}
A

where ¢ is a complex (or real) random variable with E{|z|} < = , and 7

is a real random variable. The norm of ¢(s) is defined by
| ¢ || = inf E(|c]}
C Fasat

where the infimm is taken for all admissible 7z . We define a transform
E on R as follows. If ¢(s) e R and ¢(s) = E{Ce—sn} , then T{¢(s)} =

<1>+(s) where

+ —<n+
® (s) =E{ce 7}

amd n+ = max(0, n) . The function ®+(s) is uniquely determined for

Re(s) >0 by ¢&(s) .

The main result of this chapter is concerned with the solution of the

following problem: ILet us suppose that y(s) e R, I‘O(s) e R, E{PO(S)} = I’O(s)
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and define I‘n(s) (n =1,2,...) by the recurrence formula
= m o] 1
Ia(s) = Tix(s)r _,(s)}

for n=1,2,... . The sequence of functions {I‘n(s)} is to be determined.

We shall give various methods for finding Pn(s) for n=1,2,... .

We consider also a space A of functions a(s) defined for lsl =1
: A

on the complex plane, which can be represented in the form
a(s) = E{zs"}

where € is a camplex (or real) random variable with E{|z|} <« , and n
is a discrete random variable taking on integers only. The norm of af(s)
is defined by

Hall = inf E{|z|}
c A

where the infimum is taken for all admissible ¢ . We define a transform
on A as follows. If .a(s) e A and a(s) = E{zs"} , then N{a(s)} = a+(s)
where ’

+
at(s) = Blzs" }

and n+ = max(0, n) . The function a+(s) is uniquely determined for

ls| <1 by a(s) .
For the space A we obtain similar results as for R .

In Chapter II we consider a sequence cf mutually independent and
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identically distributed real random variables ¢& . En’ «e. With

12 5o

distribution function P{f < x} =F(x) . Wewrite ¢ =g + § +...+ &
: POV ¢! n 1 72 n

(n=1,2,...) » Ty = 0 and n, = max(;o, Tyseees z;n) . By using the results
of Chapter I we determine the joint distribution of N and y for

n=1,2,... .

We use the lLaplace-Stieltjes transform

..Sg o©
= [ e aF(x)

-0

¢(s) =E{e

which 113 convergent if Re(s_) =0 . If & is a nomnegative random variable,
then |'
! s .
¢(s) =Efe "} = [ e @F(x)
laad O
- 1s convergent for Re(s) > O . Throughout the book we use the above notation

for the Laplace-Stieltjes transform of the distribution function of a non-

negative random variable; however, if ambiguity might arise, we Wr*ite

o(3) = [ @Fx) = [ & aFx) .
-0 [0,=) '
I gn is a nonnegative random variable, then
St ® -5x -sX
E{e }-P{gn=0}=je°aF(x)= [ e dF(x)
- e +0 (0,=)

for Re(s) 20 .

We shall also determine the joint distribution of N, and Ty for

n=1,2,... by using the method of ladder indices. For a sequence of real



-8 -

rardom variables Tos Lysvees Lpoee- We say that r (r =1,2,...) is a ladder
index if S for O<n<r and r (r=12,...) is a weak ladder

index if L, 2t for O<ngzsr.

n

In some particular cases we determine the distribution of Ny (n=1,2,...)
by using combinatorial methods. These methods are based on the following
simple theorem: If k]_ s k2, cees k‘n are nonnegative integers with sum
k1+ k.2+. ot kn =k <n , then among the n cyclic permutations of (kl, k2,. ves

k n') there are exactly n-k for which the sum of the first r elaments is

less than r for all r = 1,2,..., n .

nj\ Chapter IITI methods are given for finding the distribution of the
rumber of positive or nomnegative partial sums for a sequence of mutually
independent and identically distributed real random variables. We use analytical

methods,based on the results of Chapter I,and combinatorial methods.

In Chapter IV we determine the distribution of the k-th ordered partial
sun for n rutually independent and identicaliy distributed real random

variables.

In Chapter V the previous results are applied in the theory of random

walk, in ballots arnd in order statistics.

In Chapter VI we prove various limit theorems and limit distributions
for a sequence of mutually independent and identically distributed real
random variables. In this chapter stable distributions play an important

role. We say that a distribution function R(x) is a stable distribution
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function of type S(a,8,c,m) where O<a <2, -1<B<1l,c

v

0, m
is a real number, if the logarithm of the Iaplace-Stieltjes transform of

R(x) has the following forms

log y(s) = -ms - c|s|¥(1 + %ET-tan‘%E)
for o« #1 and Re(s) = 0, and

log y(s) = -ms - c|s| (1 - 288 log |s])
w]s]

for a=1 and Re(s) =0 where s/|s| =0 for s=0.

The following result is frequently used in this book. Iet El, E2,..., En,...
be mutually Indeperdent and identically distributed real random varisblies
with distribution function F(x) . Write T, = gl+ 52+...+ £, for n=1,2,...
If

1im x* F(-x) = a

X rw

1

1im x* [1-F(x)] = a

X > @

2

exist where O <a <2 and a .+ a

1ta, 0 , then we can find normalizing constants

An and Bn such that

th Ay
lim P{ ~—5— £ %} = R(x)
n-+> o n

where R(x) is a stable distribution function of type S(a,8,c,m) . Here

@ is determined by the above conditions, 8 = (a,~ al)/(ap+ al) , ¢ 1is any
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positive number, and m 1s any real rnumber. We can choose

B, = (bn)l/“
where
4 at a, . a,+ a
¢ 2r(a)sin - (=) T (1-a) cos=

( b:'(al+ az)ﬂf'/2c if «=1), and A = -mB if O< x<y,

28c
A =n | xdf(x) -mB_-="<[log 1~ (1~-C)]B
n |X{<TBH n T n

i
if o % 1 where =t 1is any positive rnumber, and C = 0.577215... is Euler's

constafllt s and

o

An=nfxdF(x)-mBn

-0

if 1 <a<2.,

In Chapter VII we deduce the basic properties of the Poisson process,
campound Poisson process, recurrent process, compourd recurrent process,
Brownian motion process and the homogeneous stochastic processes with
irdependent increments. We also discuss the topic of weak convergence of

stochastic processes.

In Chapter VIII we determine the distributions of the supremum and the
first passage time for campound recurrent processes, compound Poisson

processes and for homogeneous processes with independent increments.

In Chapter IX we determine the distribution and the asymptotic
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distribution of the occupation time for a general class of stochastic

processes.

the
In Chapter X the previous results are applied inwfheories of queues,

Insurance and storage.

The Appendix ccntains rumerous useful theorems in the theory of
probability, and in the theory of complex varilables, and some basic Abelian

and Tauberian theorems which have been used in the book.
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The ten chapters are divided into 65 sections (numbered

1-65) and the Appendix is divided into 10 sections (numbered 1~
10).

PThe structure of a section is as follows:

Heading. E.ge 39. Order Statistics (Page V - 116) .

Second-grade heading. E.g. The Comparison of a Theoretical
and an Impirical Distribution Function. (Page V-150)

L
L
L[]

Third-grade heading. Z.g. The distribution of 51'; o *
9
(Page V - 173)

L]
.
»

Other parts are: Theorem l. Proof. ... Lemma 1. Proof.
esey Notee o»o BxamplesSe. .... Definition.

*)
Fi' S5
There is only one figure ( ?age V -43). I enclosed a

drawing in the MS; however, T, on the abscissa is missing
and should be printed as follows:

i I 1 { ! L ! B

vee =2 =1 0 1 2 ... n

*) In second-grade headings each major word starts
with a capital. In third-grade headingssimply italics are used.
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Ty Ny 84 Ay W, = l.c. zeta, eta, theta, lambda, mu,

Vy, £, Ty, p, O, = l.c. mu, xi, pi, rho, sigma,

Ty X5 ¥y W, = l.c. tau, chi, i)Si, omega
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Other Characters

(S \E‘S/\
E, P, R, T, A,Q,Q = bold face cap. E, P, R, T, A\,Q, bold face zero

Var, Cov, = bold face Var, Cov
Ly, e, =  sum, product, subset of, element of (&)
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integral, partisi derivative, square rcot., infinity,

norm, union, infersection, double arrow
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Special letbers occurring in foreign names

in the references

IS - N v v v
a, 4, a, &, A ¢, ¥, 5, %
e, é. e, e, E Fs S59 Gy G
~ 4
0, 6’ o’ 0 9 1, n
- I 4 - -
u, u’ U 1, l’ l’ 1
Special problems

X (Cartesian product) occurs in Chapter VII (Pages VII 4~
VII 11) and in the Appendix (Pages A 39 — A 47) and is typed
as X, In these pages and only here every capital X should
be set as a boldface product sign ( )( Yo

nY (l.c. open theta) occurs in Chapter IX ( IX 11 - 15, 39-
40) and in Chapter X (X 9 = 12).

© (capital theta) occurs in Chapter III, Chapter IV, Chap-
ter VI and in the Appendix.

8 (l.c. closed theta) occurs frequently in Chapters VII,
VIII, IX, X.
Note: On pages VII 40  \/|-33VII 64-110, and X-43 @
means l.c. closed theta. (To correct a typing error I
altered capital theta to l.c. theta in this way.)

¢ (l.c. phi) should be set as open phi ((p ) throughout
the booke.

hi (Eroduct}. Capital pi is also used as a product sign,
but I think it is easy to recognize when the product sign is
needed. (See e.g. formulas (84) and (85) on page V-11l2-2nd
page V=113.) '

€ (element of) is typed as l.c. epsilon (€ ) throughout
the book. If € occurs in the following context: &(s) € R,

(I £,5,6), WeR , AeB , a2 € S, that is, if it stands
between two letters, then it should be set € . Note: &
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occurs on page VI-101l.

Boldface letters

Boldface letters are indicated by wavy underline in black.
Throughout the book if P and E are followed by {...} , then P
and E should be set in boldface, that is, P{...} and E{ 1.

In addition to E and P there are boldface R, Ty S, A,
Qy O (zero), Var, Cov, Il , € ,n .

jl occurs in Chapter I and in the Solutions (Ch.I.).
occurs in Chapter V ( Pages V=59, 73, 74).

(~§n> occurs in Chapter VI ( VI-247) and in the

Appendix ( A-55).

3
¥

Script letters

Script letters ( A, B, C, F, M, P, R, S ) are typed as script,
snd occur in Chapters VI, VII, and in the Appendix. ‘

Sugcestions and remarks

l. In the book I would prefer to indicate chapter numbers
at the top of even pages, and section numbers at the top of odd
pages.

2. There are no footnotes. Material at the bottom of a page
or on the margin of a page should be inserted in the text. This is
indicated by the sign .

3. The sign._[_ indicates that a new paragraph should be
started.

4, In the references the original spellings are followed.
E.g. Kolmogoroff, Kolmogorov, Koroljuk, Korolyuk, etc. The ti?le of
a paper isreproduced in its original spelling (queuing,queuelng,
generalization, generalisation, etc.). In each reference volume,
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year, and page numbers are indicated. However, if in a volume the
numbering of each issue starts anew, then the issue number is
indicated too. E.g. 34 No. 2 (1930) 1 -10.

5. Hyphen. If a hyphen in a hyphenated word comes at the
margin, I put a hyvhen both at the end of the line and at the
beginning of the next line.

6. I would prefer the authors' names to be set in italies
if the name is followed by a reference number. E.g. M. Kac [100].

7. Brackets. In the MS large and small brackets are equal
in size. Please print large brackets when needed. E.g. (i) shoulad

be printed (ﬁ)

8.  Asterisk (*) and convolubtion symbols () are typed
- in -the ssme size; however for convolution®larger star (% ) is

needed., In superscript position use asterisk (*), in center
position convolution symbol (3%€). See e.g. VII-103, formula (186),
where F(t)>»% F t) should be set.

9.. The symbols A and a are used on several occasions.
E.g. "A set A +.." or " a votes ...", " a steps..s". Italics are
not indicated in the MS, but they can be recognized from the con-
texte.

10. E* should always be set as A¥ , whereas n*
should be set as typed.

11l. Subscripts. There are some complicated subscripits as
in the following examples: Page V-1l07: N(k-s)(mﬁn)-l « Page
VI— 65 s V‘Il,l (ooa)o Page A-a?: /-Ln(k) (A)o

_ 26 k : _

12, Ellipses. I prefer the points to be set on the line.

For examp].e, 1’2,000’11,00. .

/
the,PTeface <o « Louig Bachelie (18..—19..), and theé page nﬁéb

Ln/fefer X

NOTE: ater I Mil pply the fg}low1nv/m1§slng/data /;n






