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PffCFAUE: 

The theory of :ca.ndom fluctuations is concerned with ·the 

investigation of the stochastic properties of sums of random 

variables and the stochastic properties of sa.nple fu.nctions of 

stochastic processes. 

The theory of random fluctuations developed concurrently 

with the advancement of probability theory. The first steps 

toward fluctuation theory were ma.de by Jéücob Bernoulli (1654-

1705), who studied the fluctu&.tions of the number of occurre.nc.es 

of a given event in a seQuence of repeated random trials, Pierre­

Simon Laplace (1749-1827), who stu.died the fluctuations of s1J.ms 

of independent end identica.lly distr:i.buted random variables, and 

Louis Bachelier (1870 - 1946 ) , who sturiied the i'luctuations of 

the sample f1mction.s of diffusion processes. 

The developrnent of t;he theory of random fluctuations nade 

t . l. l 1 ' f·" "'.J- . .,.. t ·' 1 i· •t grea progress in -vne ns"G 1.:tvy years •. urpor anG genera 1mi 

theorems were dii:::covereè., and verious m.e:thematical methods were 

f ou.rid to sol ve spe0:tfic problems in fluctua.ticn theory. ~Co gi ve a 

few examples, the wea'k: 1e.w of 1 arce ?lurabers, the strong ~.at1 of 

large numbers, the la.w of i terated logari th.m, the central li:.:.~.i t 

theorem and other li;'D.it; theor'ems were proved for 3'.J.ms oi' roJ1d.:J.!!1 

varie.bles and for stoche::;t:i..c processes~ ó.nd ine;e.nioue met;bod.s \••ere 

worked out to solve me,ny :proble:r-1s in the fields of' phyF.j_cf:; (l\'.'o'·.ir!:1 ;::1 1 
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motion, diffusion), engineering (telephon.e traffic, dams), industry 

( storage, production lines), transpo.rtatj_on (queues, tra.ffic), in­

surence and ethers. 

The aim of this book is to give a comprehensive treatment 
an account 

of fluctuation theory and of its historical development. The book 
"" 

contains many old and new results which are presented in a. simple 

and unified wey. A significant part of the book contains original 

results which were obtained by the author in the past few years 

and many of them are published here for the first time. 

: Comprehension o! the material in this book requires only 

a knowl~dge of the elements of probability theory and stocha.stic 

processes. We give complete proofs for most of the theorems used 

in the book. 

The contents of the book may be briefly described as 

fellows: Chapters I - VI deal with fluctuation problems concerning 

sums of random variables. Chapters I-III cover finite fluctuation 

problem.s. Here the theory of complex variables, algebra.ic methods, 

the method of ladder indices, and combinatorial methods are used. 

Chapter V deals with random walk, ballot, and order statistics. 

Chapter VI deal.swith limit theorems and linit distributions for 

sums of random variables. Stable distributions are thoroughly 

discussed in this chapter. Chapters VII-X deal with fluctuation 

problems concerning stochasti.c processes. Here algebraj_c, analytic, 

and combinatorial methqds are used for finding various exact and 

limit distributions. Chapter X deals with queuing prccesses, 
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insurance risk processes, and storage and dam processes. The 

Appendix contains several useful auxiliarJ theorems in the field 
in 

of probability theory and some other fields. There are more than ,.. 

one hundred problems f or solution and a complete solution is 

given for each problem. 
each 

.At the end of Achap,tier there is a list of references 

containing the papers and books mentioned in that chapter and 

numerous other references on related topics. 

The ten chapters and the appendix are subdivided into 

sections. The numbering of the formulas and theorems starts anew 

in each section. If a reference is made to a formule. or 

theorem in the same section, the section number is not indicated. 

Ref erences to f ormulas or theorems in another section are indicated 

by two numbers separated by a dot. The first number indicates the 

section and the second, the serial number of the formula or the 

theorem in that section. 

Finally, I would like to acknowledge the financial support 

which I received from the National Science Foundation and froffi the 

Office of Naval Research during the writing of the book. 

Cleveland 

July 1973 

Lajos Takács 
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The theory of rand.an fluctuations is concerned w:l.th the investigation 

of the stochastic properties of sums of rand.cm variables and the stochastic 

properties of' sample functions of stochastic processes. The a:l..m of fluctu-

ation theory is to deduce general theorems which reveal the nature of randcm 

fluctuations, ani to give various mthematical methods which can be used in 

solving specific problems. The purpose of this book is to fulfill this aim. 

We shall deduce general theorems ani work out various methods in fluctuation 

1 The general results will be applied in the theories of rand.cm walk, theorj" 

ballot,s, order statistics, quelles, insurance and storage. 

In this book we consider various types of sequences of ram.cm ra.riables 
and various types of stochastic processes 
and deduce some exact ani limit theorems for such sequences ani processes. 

" 
We shall consider either a finite munber of real random varia.bles 

E;1, E;2, ••• , E;m or an infinite sequence of real rand.cm varia.bles s1, i;2, ••. , 

ç;n,··· which satisfy one of the following assumptions. 

(a) The random variables i;1, s2, •.. , ~m are ITilltually independent 

and identically distributed with distribution function F(x) , that is, 

(b) The random variables E;1, i;2, •.. , ç;m are interchangeable, that is, 
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for all the m! permutations i ) m of (1, 2, ... , m) and f or 

(c) The random vari.ables .;1, .;2, ••• , .;m are cyclically intercba.ngeabl~, 

tbat is, 

.~{ç;i.1 < x_, .;. ~x- .;i ~x} = P{.;l ~xl, .;2 < x2, ••• , .;m~xm} 
··-- = l. 12- 2r ., m - m ,..,.... -· 

for ~l the m cyclic perrrn1tations (i1, 12, ••• , im) of (1, 2, ••• , m) 

and fdr all real x1 , x2,"., xm 

(d) The random variables .;l' .;2, .•• , .;n' ••• are rnutually independent 

and identical1y distributed with distribution f'unction F(x), tbat is, (a) 

is satisfied for all m = 1,2, •... 

(e) The random variables i;;1, .;2, ••• , .;n,··· are intercha.ngeable, tbat 

is, (b) is satisfied for all m = 2, 3, .... 

We use the notation çn = .;1+ .;2+ ... + .;n (n = 1,2, ••. ) and ç0 = 0. 

We sba.11 prove various theorems for the sequence {çn' n = 0,1,2, ••• } and 

we sba.11 determ.ine the distributions of various f'unctionals defined on the 

sequence {çn} 

We sba.11 consider various types of real stocbastic processes satisfyj_ng 

one of the following assumptions. 
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( a) The proc ess { i; ( u) , 0 ~ u < 00 } is homogeneous an::i bas independent 

increments, that is, P{ç;(O) = 0} = 1 , P{ç;(u+t) - i;(u) < x} = P{i;(t) ~x} 
rvv.. ,v-.... !\-\.-

for all u > 0 , t _?_ O and real x , and 

n 
r = 1,2, ... ,n} = TI P{i;(t )-i;(t 

1
) < x } 

r=r- r r- - r 

for O < t 0 < t 1< ••• < tn, n = 2,3, ... , and for any real x1 , x2 , ... , ~. 

If, ·in particular, 

-ÀU (ÀU)k P{ç;(u) = k} = e 
/V'- k! 

for u > 0 and k = 0,1,2, ... , then we say that {ç;(u) , 0 < u < 00 } is a 

homogen~ous Poisson process of density À 

If, in particular, 

1/2 1 x 2/2 
P{ç;(u) < xu- } =-= f e-y dy 

''"' t21T -co 

for u > 0 and any real x , then we say that {ç;(u) , 0 < u < 00 } is a 

Brownian motion process. 

(b) The process {ç;(u) , O ~ u < t} bas interchar1geable increments, 

that is, for all n = 2, 3, . . . the random variables 

ç;(kt) - ç;((k-l)t) (k = 1,2, ••• , n) 
n n 

are interchangeable rand.an variables. 
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(c) The process {~(u) , 0 ~ u < t} is Gaussian, that is, for any 

n = 1,2, ... and O < u1 < u2 < ••• < un < t, the random variables ~(u1 ), 

~(u2 ), ••• , ~(un) have an n-fömensiona.l nonnal distribution. 

(d) The process {v(u), 0 ~ u < 00 } is a recurrent process, that is, 

for each u > 0 the v(u) is a discrete random variable which takes on 

only nonnegative integers and which satisfies the relation 

for alr u ~ o a.."ld k = 1,2, ..• , where e1, e2, •. ~, ek, ... is a sequence 

of nutally indepenctent and identically distributed positive random variables. 

If, in particular, 

f or x > 0 , 

f or x < 0 , 
1 

where À is a positive constant, then {v(u) , 0 < u < 00 } is a Poisson process 

of density À 

(e) The process {X(u) , 0 < u < 00 } is a canpouni recurrent process, 

that is, 

for u > 0 where x1 , x2, ••. , xi, .•• is a sequence of nutually ir:depenient 

and identically distributed real rand.an variables, {v(u) , 0 ~ u < 00 } is a 

recurrent process, and {x1} and {v(u) , 0 < u < 00 } are independent. 
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lf, in particular, { v (u) , 0 ~ u < 00 } is a Poisson process, then { x ( u) , 

0 ~ u < oo} is called a compound Poisson process. 

We shall prove various theorerns f or the above mentioned processes an:1 

we sha.11 determine the distributions of various functionals defined on these 

processes. 

In what f ollows we shall give a brief description of the contents of 

the book. 

Jtri Chapter I we consider a space ~ of functions 4i(s) defined for 
1 

1 Re(s) 1= O on the complex plane, which can be represented in the form 

4i(s) = E{ r;e -sn} 
}'NJ 

where r; is a complex (or real) ran::lom variable with E{lr;ll < 00
, and "'l ,,..,_ 

is a real random variable. The norm of 4>(s) is defined by 

Il qi Il = inf E{ lr;I} 
7; ,..,.,... 

where the infinrurn is taken f or all adrnissible r; • We define a transform 

T on R as fellows. ir 4>(s) ER and 4i(s) = E{r;e-sn} , then T{4i(s)} = 

+ q; (s) where 

+ + ani n = rnax(O, n) • The f'unction 4i (s) is uniquely determined for 

Re ( s) > 0 by 4> ( s) • 

The main result of this chapter is concerned with the solution of the 

following problern: Let US suppose that y(s) E ~ , r0(s) E ! , !{I'o(s)} = r0(s) 
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and define r (s) (n = 1,2, ••. ) by the recurrence formula 
n 

r (s) = T{y(s)r 1Cs)} n r- n-

for n = 1,2, ..•• The sequence of functions {rn(s)} is to be detennined. 

We sha.11 gi ve various methods f or finding r ( s) f or n = 1, 2, • • • • 
n 

We consider also a space A of functions a ( s) d~fined f or 1 s 1 = 1 
/V"" 

on the complex plane, which can be represented in the f orrn 

where t;; is a canplex (or real) ran::lorn variable with E{ 1Z";1} < .,, , arrl r1 ,.,,.,.. 

is a discrete ran::lom variable taking on integers only. The norm of a(s) 

is def .ined by 

!lall = inf E{lçj} 
Z'; µ.,. 

where the infimum is taken f or all admissible Z"; • We define a transf orm rr 

on A as follows. If a(s) e A an::l a(s) = E{çsn} , then IT{a(s)} = a+(s) 

where 

+ + 
a (s) = E{çsn } ,,.... 

and n+ = max(O, n) • The function a+(s) is uniquely determ.ined for 

!si < 1 by a(s) • 

Por the space A we obtai....-1 similar results as for R . 

In Chapter II we consider a sequence of mutually independent anl 
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identically distributed real random variables ç;1, ~ 2 , ••. , ç;n,··· with 

distribution function P{ç;n 2_ x} = F(x) . We write z;n = ç;1+ ~ 2+ ••• + ç;n 
AN'-

(n = 1,2, ... ) , z;0 = 0 and nn = max(z;0 , z;1, .•. , z;n) . By using the results 

of Chapter I we deterrnine the joint distribution of ~ and ~ for 

n = 1,2,... . 

We use the La.place-Stieltjes transform 

which f s convergent 
i 

then I 

-sç; <X> 

$(s) = E{e n} = J e-sx dF(x) 

if Re(s) = O . If ~ is a normegative rand.om variable, 

-sç; <X> 

$(s) = E{e n} = f e-sx dF(x) 
"""' 0 

is convergent for Re(s) ;:,, O . Throughout the book we use the above notation 

for the I.aplace-Stieltjes transform of the distribution function of a non-

negative ram.om variable; however, if ambiguity might arise, we write 

<X> 

$(S) = f e-sx dF(x) = 
-0 

f e-sx dF(x) 
[O,m) 

If ç;n is a nonnegative random variable, then 

-sç; m 

E{e n} - P{ç; = 0} = J e-sx dF(x) = 
~ ,.,._ n +o 

for Re(s) > 0 • 

We sha.11 also determine the joint àistribution of nn and z;n for 

n = 1,2, ••• by using the method of ladder in:iices. For a sequence of real 
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ran:iorn variables r;;0 , r;;1 , ... ·' r;;n' ••. we say that r (r = 1,2, .•. ) is a ladder 

index if r;;r > r;;n for 0 < n < r and r ( r = 1,2, .•• ) is a weak ladder 

index if r;;r > r;;n f or 0 ~ n < r • 

In sorne particular cases we determine the distribution of nn (n = 1,2, ..• ) 

by using combinatorial methods. These methods are based on the f'ollowing 

simple theorem: If kl' k2, ••• , kh are nonnegative integers with sum 

k1+ ~+ .... + kn = k < n , then arnong the n cyclic permutations of (k1, k2, ••• , 

kn) there are exactly n-k for which the sum of the first r elements is 

less than r for all r = 1,2, ... , n • 

~ Chapter III methods are given for fin:ling the distribution of the 

rn.unber of positive or nonnegative partial sums for a sequence of mutually 

independent and identically distributed real rand.an variables. We use analytical 

methods,based on the results of Chapter I,a.nd cornb:inatorial methods. 

In C'.oapter r:v we determine the distribution of the k-th ordered partial 

sum f or n mutually independent and identically distributed real random 

variables. 

In Chapter V the previous results are applied in the theory of random 

walk, in ballots and in order statistics. 

In Chapter VI we prove various limit theorems and limit distributions 

f or a sequence of mutually independent and identically distributed rea.l 

random va.riables. In this chapter stable distributions play an important 

role. We say that a distribution function R(x) is a stable distribution 
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function of type S(a.,S,c,m) where 0 < a 2_ 2 , -1 < 8 < 1 , c .:_ 0 , m. 

is a real munber, if the log,arithm of the La.place-Stieltjes transforrn of 

R(x) bas the following forms 

for a. f 1 and Re(s) = 0 , and 

log 1/J ( s) = -ms ·- c 1 s 1 (1 - ~ log 1 s 1 ) 
1T 1s1 

for a. = 1 a'Yld Re(s) = 0 where s/lsl = 0 for s = O . 

'Ihe follow1ng result is frequently used in this book. Iet ç:l' .;2" .. ' E; ' ••• n 

be mutually indepen:ient and identically distributed real random variables 

with distribution function F(x) . Write r;n = E;
1 

+ .;
2 
+ ••. + .;n for n = 1,2, .... 

If 

x -+ co 

lim xa. F(-x) = a 
1 

x -+ co 

l:im xa. [1-F(x)] = a 
2 

exist where 0 < a. < 2 and ai+ a2 > 0 , then we can fin:i normalizing constants 

~ ani Bn such that 

t; - A 
l:im P{ n ~ < x} = R(x) ,..,.,... B == 

n-+ co n 

where R(x) is a stable distribution function of type S(a,s,c,m) • Here 

a. is determined by the above conditions, 8 = (a2- a1)/(a2+ a1 ) , c is any 
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positive munber, and m is any real munber. We can choose 

where 

B = (bn)l/a 
n 

~+ a2 1T al+ a2 
b = < ) - c ) r ei fX ., ol 1' 

c 2r(a)sin ~1T - c - - ) cos 2 

( b:(a + a )1t"/2c if ex:: 1), and An= -m.B if 0 < ol<l, 
1 2 n 

1 

A = n f x dF(x) - mB - 2sc [log•- (1-C)]B 
n lx-1 <•B n 1T n 

n 

if 
1

1 whe ar re • is any positive I1Ulllber, and C = 0.577215 .•• is Euler's 

constabt, and 

co 

A = n J x dF (x) - mB n n 
-"' 

if 1 < a < 2 • 

In Chapter VII we àeduce the basic properties of the Poisson process, 

canpound Poisson process, recurrent process, canpound recurrent process, 

Brownian motion process and the homogeneous stochastic processes vdth 

:irrlepen:ient increments. We also discuss the topic of weak convergence of 

stochastic processes. 

In Chapter VIII we determine the distributions of the supremum and the 

first passage t:ime for canpound recurrent processes, canpound Poisson 

processes and for homogeneous processes with independent increments. 

In Chapter IX we determine the distribution and the asymptotic 
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distribution of the occupation time f or a general class of stochastic 

processes. 

the 
In Cbapter X the previous results are applied in/\theories of queues, 

insurance and storage. 

. 
The Appendix contains numerous useful theorerns in the theory of 

probability, and in the theory of complex variables, and saae basic Abelian 

a...'ld Tauberian theorems which have been used in the book. 



THEORY OF RAJ~DOM FLUCTUATIONS 

Lajos Takács 

Ty:pogranhical Details 

The MS consists of 1576 pages. The pages are not numbered 
consecutively throughout the MS. Each chapter is num.bered separa­
tely. The contents and numbering are as follows: 

Prelimina;r:i·e s 21 pages 
Title page (one) 
Dedication (one) 
Preface (Pl -3) 
Contents (Cl-5) 
Introduction (1-11) 

Chapter I (I 1 - 64) 
Chanter II (II 1 - 62) 

(Addition: II 22 a,b,c,d.) 

Chanter III (III 1- 52) 
(Addition: III 47a.) 

64 
66 

53 

Chanter IV (IV l -35) 35 
Chapter V (V 1 - 236) 243 

(Addition: V 13la, 146a, 198a,b,c,d,e.) 
Chapter VI (VI 1- 353) 361 

(Addition: VI 29a,b,c,d,e,f, 233a,284a.) 
Chapter VII (VII 1 - 215) 221 

(Addition: VII llla,b,c,d,e,f.) 
Qhapter VIII (VIII 1 - 96) 

Chapter IX (IX 1 - 54) 
Chapter X (X 1 - 127) 

(Addition: X 14a,38a. !IQ.: X 77.) 
Appendix (A 1 - 111) 

(Addition: A 25a,b.) 
Solutions (S 1 - 119) 

(Addition: S 82a, 104-a.) 

96 

54 
128 

113 

121 

Il 

Il 

n 

" 
n 

n 

lt 

Il 

" tl 

tl 

Il 

TOTAL 1576 pages 
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The ten chapters are divided into 65 sections (numbered 
1-65) and the Appendix is divided into 10 sections (numbered 1-
10). 

The structure of a section is as follows: 

Reading. E.g. 39. Order Statistics (Page V - 116) • 

• • • 
Second-grade heading. E.g. The Comparison of a ~heoretical 

and an Empirical Distribution Function. (Page V-150) 
• • • 
Third-grade heading. E.g. The distribution of 

(Page V - 173) 
• • • 

r+ 
0 m m • 

' 

Other parts are: Theorem 1. Proof •••• Lemma 1. Proof • 
••• , Note •••• Examules ••••• Definition. 

*) 

Figures. 

There is only one figure ( page V -43). I enclosed a 
drawing in the MS; however, '\"\r on the abscissa is missing 
and should be printed as follows: 

p, 
1 1 

;;. 

• • • -2 -1 0 1 2 • • • 1) 
r 

*) In second-grade headings each major word starts 
with a capital. In third-grade headingssimply italics are used. 



a, s, y, o, e:: , = 

ç, n, e, À, µ, -

\)' i;, 'IT' p, (J, -

'{;, x, 1jJ' w, = 

~ = 

cp' <f = 

r, f>., 0 A, rr' = 
' 

<I>' 'l', Q, = 

II 
) ~~') ~ = 

IVW 

= 

A, B, C, F, = 

M, R, S, 'P = 

y~, ~' = 

I:~lT>C' e::, = 

= 

f 3 ·...!..!... r 00 

) ö. • • ' ' 
= 

11 ••• 11 , u , n , ~ = 

Greek Letters 

l.c. alpha, beta, garmra, delta, epsilon 

l.c. zeta, eta, theta, lambda, mu, 

l.c. nu, xi, pi, rho,, sigfTlél, 

l.c. tau, chi, psi, omega 

l.c. script theta ("J') (open) 

l.c. script pl1i ( <f ) (open) 

cap. gamma, delta, theta, larrlxla, pi 

cap .. phi, psi, cmega 

bold face cap. pi bold face l.c. xi, bold face 
' eta 

Gennan :Letters --------

cap. S 

Script Letters 

cap. A, B, C, F 

cap. M, R, s, P 

Other Cr.aracters 

s· 
bold face cap. E, P, R, T, A~:Q, bold face zero 

bold face Var, Cov 

sum, p:cod11ct, st:bset of, element of (€.) 

prüduct, identi ty, J.2r.;s thari or 0qual, greater tha.n 
or equal, eq_uivalent to 

:integ,1."al, partia·1 derivati'Je, square root~ :'Lnfïrüty, 

nom1, uräon, intersection, double arrow 

l.c. 
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S-pecial letters occurring in f oreiE}n names 
in the ref erences 

, " - G v v 
~' 

v a, a, a, a, A c, r, z 

é. " 
, 

e, e, e, E 9, ~, q, ç 

6, ö, 
A , 

o, 0 !.i' 3:' n 

u, ü, ü i, 
, 

ï, .. 
J.' J. 

Snecial nroblems 

)((Cartesian nroduct) occurs in Chapter VII (Pages VII 4-
VII 11) and in the Appendix (Pages A 39 - A 47) and is typed 
as X. In these pages and only here every capital X should 
be set as a boldface product sign ( X ) . 

r\J' (l.c. open theta) occurs in Chapter IX ( IX 11 - 15, 39-
40) and in Chapter X (X 9 - 12). 

e (canital theta) occurs in Chapter III, Chapter IV, Chap­
ter VI and in the Appendix. 

0 (l.c. closed theta) occurs frequently in Chapters VIIt 
VIII; IX, ·x. 

Note: On pages VII 40 , \/\-'.S:~1 VII 6lJ--llO, _and X-43 6 

means l.c. closed theta. (To correct a typing error I 

altered capital theta to l.c. theta in this way.) 

<jl (l.c. phi) should be set as open phi ( q> ) throughout 
the book. 

TI (product). Capital pi is also used as a product sign, 
but I thin.k it is easy to recognize when the product sign is 
needed. (See e.g. formulas (84) and (85) on page V-112-?--Ud 

page v-113.) 

E (element of) is typed as l.c. epsilon ( €. ) throughout 
the book. If € occurs in the following context: 4Cs) E R, 
(I 4,5,6), w€.SÓ , A~13 , a E s, that is, if it stands 
between two letters, then it should be set € • Note: ~ 
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occurs on page VI-::101. 

Boldface letters 

Boldface letters are indicated by wavy underline in black. 
Throughout the book if P and E are followed by l".} , then p 
and E should be set in boldface, that is, _! { ... } and ] { } • 

Q, 
In addition to E 

O (zero), Var, Cov, 
and P there are boldf ace 
TI,~,11. 

R, T, S, A, 

TI occurs in Chapter I and in the Solutions (Ch.I.). 
~ occurs in Chapter V ( Pages V-59, 73, 74). ,.,.,., 
~ ( J n) occurs in Chapter VI ( VI-247) and in the 

,--.. 
Appendix ( A-55). 

Script letters 

Script letters ( A, B, c, F, M, P, R, S ) are typed as script, 
and occur in Chapters VI, VII, and in the Appendix. 

Suggestions and remarks 

1. In the book I would prefer to indicate chapter numbers 
at the top of even pages, and section numbers at the top of odd 
pages. 

2. There are no footnotes. Material at the bottom of a page 
or on the margin of a pape should be inserted in the text. This is 
indicated by the sign Á • 

3. The sign J indicates that a new paragraph should be 
started. 

4. In the references the original spellings are f ollowed. 
E.g. Kolmogoroff, Kolmogorov, Koroljuk, Korolyuk, etc. The title of 
a paper isreproduced in its original spelling (queuing,queueing, 
g~neralization, generalisation, etc.). In each reference volume, 
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yes.:;-, and page numbers are indicated. However, if in a volume the 
num.bering of each issue starts anew, then the issue number is 
indicated too. E.g. 34 No. 2 (1930) 1 -10. 

5. H:z:ehen. If a hyphen in a hyphenated word comes at the 
margin, I put a h'Y!'hen both at the end of the line and at the 
beginning of the next line. 

6. I would prefer the authors' names to be set in italics 
if the name is followed by a reference num.ber. E.g. M. Kac [100]. 

7. Brackets. In the MS large and small brackets are equal 
in size. Please print large brackets when needed. E.g. (~) should 

( nk) • be printed , 

8 •. Asterisk (*) and convolution s:vmbols (*) are typed 
in the same si ze; however for convolutionalarger star ( * ) is 
needed. In superscript position use asterisk (*), in center 
position convolution symbol (7E-). See e.g. VII-103, formula (186), 
where ff(t)"'*" Fn(t) should be set. 

9;~ The symbols A and a are used on several occasions. 
E.g. uA set~ ••• n or 11 ~ votes ••• 11

, 
11 ~ steps ••• n. Italics are 

not indicated in the MS, but they can be recognized from the con­
text. 

10. Ä* · should always be set as A* , whereas yt* 

should be set as typed. 

ll. Subscripts. Thera are some complicated subscripts as 

in the following examples: Page V-107: N(k-s)(m+n)-l • Page 

VI- 65 : wl l ( ••• ). Page A-Yj: f: (k) (A). 
~'b nk 

12. Ellipses. I prefer the points to be set on the line. 
For example, 1,2, ••• ,n,... • 




