## SIOCHASIIIC PROCESSES

47. Basic Theoiems. We start this section with the derinition of a stochastic process. Iet $(\Omega, B, P)$ be a probability space where $\Omega$ is the sample space with sample points $\omega \varepsilon \Omega, B$ is a o-algebra of subsets of $\Omega$, and $P$ is a probability measure defined on $B$. We may assume without loss of generality that the probability space $(\Omega, B, P)$ is complete. A probability space $(\Omega, B, P)$ is said to be complete if $A \in B, P(A\}=0$ and $B \subset A$ imply that $B \in B$. Every proBability space can always be completed. Let $T$ be an infinite parameter (index) set. Foi" each $t \in T$ let $\xi(t)=\xi(t, w)$ De a random variable defined on $\Omega$, that is, for each $t \varepsilon T, \xi(t, w)$ is a measurahle function of w with respect to $B$. We say that the family of random variables $\xi(t)$, $t \varepsilon I$, forms a stochastio procesc. Thai is, a stochastic process is any infinite family of ranoont variables $\{\xi(t), t \varepsilon T\}$.

In this section we shall consider only real stochastic processes, but more generally we can consider also complex, vector or abstract stochastic processes.

In most applications $t$ can be considered as time and then $T$ is the time range involved. If $T$ is an infinite sequence, e.g., $T=\{0, I, 2, \ldots\}$ or $T=\{\ldots,-1,0,1, \ldots\}$, then $\{\xi(t), t \in T\}$ is called a discrete parameter stochastic proces. If $T$ is a finite or infinite interval, e.g.,
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$T=[0,1], T=[0, \infty)$ or $T=(-\infty, \infty)$, then $\{\xi(t), t \varepsilon \eta\}$ is called $a$ continuous parameter stochastic process.

For any fixed $\omega \in \Omega$ the function $\xi^{\prime}(t)=\xi(t, \omega)$ defined for $t \varepsilon T$ is called a sample function of the process.

For any finite subset $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ of the parameter set $T$, the Joint distribution function of the randon variables $\xi\left(t_{1}\right), \xi\left(t_{2}\right), \ldots, \xi\left(t_{n}\right)$ is called a finite dimensional distribution function of the process. The finite dimensional distribution functions of the process,
(1) $F_{t_{1}}, t_{2}, \ldots, t_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=P\left\{\xi\left(t_{1}\right) \leqq x_{1}, \xi\left(t_{2}\right) \leqq x_{2}, \ldots, \xi\left(t_{n}\right) \leqq x_{n}\right\}$,
defined for all finite sets $\left(t_{1}, t_{2}, \ldots, t_{n}\right) \subset T$ and for all real $x_{1}, x_{2}, \ldots, x_{n}$, are the basic distributions and we shall classify stochastic processes according to the properties of their finite dimensional distribution functions.

It is obvious that the distrinution functions $F_{t_{1}}, t_{2}, \ldots, t_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ defined by ( 1 ) must be consistent in the sense that if ( $i_{1}, i_{2}, \ldots, i_{n}$ ) is a permutation of $(1,2, \ldots, n)$, then
(2) $F_{t_{i_{1}}}, t_{i_{2}}, \ldots, t_{i_{n}}\left(x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{n}}\right)=F_{t_{1}}, t_{2}, \ldots, t_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$
and if $1 \leqq m<n$, then
(3) $F_{t_{1}, t_{2}}, \ldots, t_{m}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\lim _{j \rightarrow \infty} F_{t_{1}, t_{2}, \ldots, t_{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ $(j=m+1, \ldots, n)$
for all $t_{m+1}, \ldots, t_{n}$.
A. N. Kolmogorov [ 55 ] proved that the consistency conditions (2) and (3) are the only conditions which the finite dimensional distributions of a stochastic process should satisfy. Kolmogorov's result can be formulated in the following way.

Theorem 1. If the distribution functions
(4)

$$
F_{t_{1}}, t_{2}, \ldots, t_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

are defined for any finite subset $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ of a parameter set $T$, and if they satisfy the conditions (2) and (3), then there exists a probability
space $(\Omega, B, P)$ and a family of random variables $\xi(t)=\xi(t, \omega)(t \in T$,
$\omega \varepsilon \Omega \underset{\wedge}{ }$ such that
(5) $\underset{\sim}{P}\left\{\xi\left(t_{1}\right) \leq x_{1}, \xi\left(t_{2}\right) \leq x_{2}, \ldots, \xi\left(t_{n}\right) \leq x_{n}\right\}=F_{t_{1}, t_{2}, \ldots, t_{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$
for every finite subset $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ of $T$.

Proof. In what follows we shall introduce some convenient terminology and reiormulate the theorem in the new terminology.

The set $R=(-\infty, \infty)$ of all finite real numbers $\omega$ is called a reai line. A set $A$ in $R$ is called an elementary set if it can be represented. as the union of a finite number of intervals in $R$. Denote by $B$ the minimal o-algebra which contains all the intervals in $R$. The elements of $B$ are called Borel sets in $R$.

Let $T$ be a parameter set and for each $t \in T$ let $P_{t}$ be a real ine with points $\omega_{t}$. We Aलf ine the product space

$$
\begin{equation*}
R_{T}=\underset{t \in T}{X} R_{t} \tag{6}
\end{equation*}
$$

as the space with points, $u_{\eta}=\left(\omega_{t}, t \varepsilon \eta_{1}\right)$ where $\omega_{t} \varepsilon R_{t}$. A set

$$
\begin{equation*}
A_{T}=\underset{t \varepsilon T}{X} A_{t} \tag{7}
\end{equation*}
$$

with points $\omega_{T}=\left(\omega_{t}, t \varepsilon T\right)$ where $\omega_{t} \varepsilon A_{t}$ is called a product set in $R_{T}$.

Let $T_{n}=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ be a finite subset of the parameter set T. A set $A_{T_{n}}$ in the product space $R_{T_{n}}$ is called an elementary set if it can be represented as the union of a finite number of such $n$-dimensional Intervals in $R_{T_{n}}$ whose sides are parallel to the coordinate axes. Denote by $B_{T_{n}}$ the minimal $\sigma$-algebra which contains all these $n$-dimensional interpals in $R_{T_{n}}$. The elements of $B_{T_{n}}$ are called Bored sets in $R_{T_{n}}$.

Lee $A_{T_{n}}$ be a set in the product space $R_{T_{T}}$. The set

$$
\begin{equation*}
A_{T_{n}} X R_{T-T} \tag{8}
\end{equation*}
$$

is called a cylinder set in $R_{T}$ with base $A_{T_{n}}$. If $A_{T_{n}}$ is a Bore set in $R_{T_{n}}$, then (8) is called a Bore cylinder. If $A_{T_{n}}$ is a product set in $R_{T_{n}}$, then (8) is called a product cylinder.

The minimal $\sigma$-algebra which contains all the Bore cylinders in $R_{T}$ is called the product $\sigma$-algebra of $B_{t}$ for $t \in T$ and is denoted by

$$
B_{T}={\underset{t \varepsilon T}{ } B_{t} .}
$$

If $\underset{\sim}{P} T$ is a probability measure defined on $B_{T}$, that is, if $\left(R_{T}, B_{T}, P_{T}\right)$ is a probability space, and if $T_{n}=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ is any finite subset of $T$, then we can define a probability measure ${ }^{P} T_{n}$ on $B_{T_{n}}$ by assigning
to every Borel set $A_{T_{n}}$ in $R_{T_{n}}$. The probability measure ${\underset{n}{n}}_{P_{n}}$ is called the marginal probability or the projection of $P_{n}$ on $R_{m} T_{n}$.

In what follows we shall prove that there is a unique probability measure ${ }_{\sim} P_{T}$ defined on $B_{T}$ for which

$$
\begin{equation*}
\underset{\sim}{P_{T}}\left\{A_{T}\right\}=F_{t_{1}, t_{2}}, \ldots, t_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{11}
\end{equation*}
$$

whenever $A_{T}=A_{T_{n}} \times R_{T-T_{n}}$ with

$$
\begin{equation*}
A_{T_{n}}=\left\{\left(\omega_{t_{1}}, \omega_{t_{2}}, \ldots, \omega_{t_{n}}\right): \omega_{t_{i}} \leq x_{i} \text { for } i=1,2, \ldots, n\right\} \tag{12}
\end{equation*}
$$

and $T_{n}=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ is any finite subset of $T$. This implies that If we consider the probability space $\left(\Omega_{T}, B_{T},{\underset{m}{P}}_{P}^{p}\right.$ ) and if we define the random variables $\xi(t)$ for $t \in T$ by

$$
\begin{equation*}
\xi(t)=\xi\left(t, \omega_{T}\right)=\omega_{t} \tag{13}
\end{equation*}
$$

where $\omega_{T}=\left(\omega_{t}, t \varepsilon T\right)$, then we have
(14) $\underset{\sim}{p}\left\{\xi\left(t_{1}\right) \leq x_{1}, \xi\left(t_{2}\right) \leq x_{2}, \ldots, \xi\left(t_{n}\right) \leqq x_{n}\right\}=F_{t_{1}, t_{2}, \ldots, t_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)}$
for all finite subsets $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ of $T$. By proving the above formulated statement we shall have proved Theorem 1.

We note that for every finite subset $T_{n}=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ of $T$ the distribution function $F_{t_{1}}, t_{2}, \ldots, t_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ uniquely determines a probability measure ${\underset{\sim}{n}}_{P_{n}}$ on $B_{T_{n}}$ in such a way that, ${\underset{\sim}{m}}_{T_{n}}\left\{A_{r_{r}}\right\}=$ $F_{t_{1}, t_{2}, \ldots, t_{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ whenever $A_{T_{n}}=\left\{\left(\omega_{t_{1}}, \omega_{t_{2}}, \ldots, \omega_{t_{n}}\right): \omega_{t_{i}} \leq\right.$ $x_{i}$ for $\left.1 \leqq i \leqq n\right\}$. (See Theorem 2.2 in the Appendix.) Thus the distribution function $F_{t_{1}, t_{2}}, \ldots, t_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ induces a probability $\ldots$ space $\left(R_{T_{n}}, B_{T_{n}}, \stackrel{P}{M}_{n}\right)$. If we define $\xi\left(t_{i}\right)=\xi\left(t_{i}, \omega_{T_{n}}\right)=\omega_{1}$ for $\omega_{T_{n}}=\left(\omega_{t_{1}}, \omega_{t_{2}}, \ldots, \omega_{t_{n}}\right)$ and $i=1,2, \ldots, n$, then the random variables $\xi\left(t_{1}\right), \xi\left(t_{2}\right), \ldots, \xi\left(t_{n}\right)$ have the joint distribution function $F_{t_{1}}, t_{2}, \ldots, t_{n}$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.

By the assumptions (2) and (3) the probabilities $P_{n}$ are consistent in the following sense. If $T_{n}=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ and $T_{m}=\left(t_{1}, t_{2}, \ldots, t_{m}\right)$, where $1 \leq m<n$, are finite subset of $T$, then the projection of ${ }_{n}{ }^{T} T_{n}$ on $\mathrm{R}_{\mathrm{T}_{\mathrm{m}}}$ coincides with $\stackrel{\mathrm{P}_{\mathrm{m}}}{\mathrm{T}}$.

Theorem 1 states that consistent probabilities ${ }_{M} T_{n}$ on all finite product $\sigma$-algebras $B_{T_{n}}$ determine uniquely a probability $\underset{m}{P}$ on the $\sigma$-algebra


Now we are going to prove this last statement.

Denote by $C_{T}$ the spore of all those product cylinders $A_{T_{n}} X R_{T-T_{n}}$ for
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which $T_{n}=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ is any finite subset of $T$ and $A_{n}$ is the union of a finite number of product sets of the form $X_{i=1} A_{i}$ where each $A_{t_{i}}$ is an elementary set in $R_{t_{i}}$ or equivalently each $A_{t_{i}}$ is an interval in $R_{t_{i}}$.

To every set $A_{T_{n}} X R_{T-T}$ in $C_{T}$ let us assign the probability
(15)
which is uniquely determined by $F_{t_{1}, t_{2}}, \ldots, t_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.
It is easy to see that $C_{T}$ is an algebra of subsetsof $R_{T}$ and $P_{T}$ is a nonnegative and finitely additive set function on $C_{T}$. Obviously ${\underset{\sim N}{p}}^{T}\left\{R_{r_{1}}\right\}=1$.

Next we shall prove that $\underset{m}{ }{ }_{m}$ is $\sigma$-adaitive on $C_{T}$. Since ${\underset{\sim}{T}}^{P}$ is finitely additive on $C_{T}$, it is sufficient to prove that $\underset{\sim}{P}$ is continuous at the empty set, and this implies o-additivity. Having proved that ${ }_{\mathrm{m}}^{\mathrm{I}}$, is onadditive on $C_{T}$ by Carathéodory's extension theorem (see Theorem 1.2 in the Appendix) we can extend the definition of $\mathrm{P}_{\mathrm{T}}$ to $\mathrm{B}_{\mathrm{T}}$, the minimal aralgebra which contains $\mathcal{C}_{\Gamma}$, in such a way that $\underset{m}{p}$ remains a nonnegative and $\sigma$-additive set function and the extension is unique.

Now let us prove that $P_{m}$ when defined on $C_{T}$ is continuous at the empty set, that is, if $A_{n} \varepsilon C_{T}$ for $n=1,2, \ldots, A_{1}>A_{2} \supset \ldots \supset A_{n} \supset \ldots$ and $\lim _{n \rightarrow \infty} A_{n}=\prod_{n=1}^{\infty} A_{n}=\theta$, then $\lim _{n \rightarrow \infty} P_{1}\left\{A_{n}\right\}=0$.

Since every cylinder set depends only on a finite number of parameters, the set of all parameters involved in defining the sor wnce $\left\{A_{n}\right\}$ is countable. By interchanging, if necessary, the parameters and by including
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or removing some cylinder sets we may assume without loss of generality that there is a sequence of parameters $t_{1}, t_{2}, \ldots, t_{n}, \ldots$ such that in the sequence $\left\{A_{n}\right\}$ each set $A_{n}$ is a cylinder set in $R_{T}$ with base $B_{n}$ where $B_{n}$ is the union of a finite number of intervals in $R_{t_{1}} X R_{t_{2}} X \ldots X R_{t_{n}}$.

We shall prove the continuity of $\underset{t}{ }$ at $\theta$ by contradiction. We shall show that if $\lim _{n \rightarrow \infty} P_{n}\left\{A_{n}\right\}=\varepsilon>0$, then $\lim _{n \rightarrow \infty} A_{n}=\prod_{n=1} A_{n}$ is not empty.

Accordingly, let us assume that

$$
\begin{equation*}
{\underset{m}{P}}^{T}\left\{A_{n}\right\}=P_{m} T_{n}\left\{B_{n}\right\} \geq \varepsilon>0 \tag{16}
\end{equation*}
$$

for $n=1,2, \ldots$ where $T_{n}=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$. We shall prove that $\prod_{n=1}^{\infty} A_{n}$ is not empty.

To simplify notation let us write $\underset{m}{P}=\underset{\sim T}{ }$ and $\underset{m}{P}=\underset{\sim}{P} T_{n}$ for $n=1,2, \ldots$.
Thr set function ${\underset{m}{n}}$ is a probability on $\mathcal{B}_{T_{n}}$. Thus $\underset{m}{ }{ }_{n}$ is o-additive and therefore it is continuous on $B_{T_{n}}$. Consequently $B_{n}$ contains a bounded and ciusea Borel set $B_{n}^{*}$ such that

$$
\begin{equation*}
P_{n}\left\{B_{n}-B_{n}^{*}\right\}<\frac{\varepsilon}{2^{n+1}} \tag{17}
\end{equation*}
$$

For $B_{n}$ is the union of a finite number of intervals in $R_{T_{n}}$ and each constituent interval in $B_{n}$ contains a bounded and closed interval whose $P_{n}$ - measure is arbitrarily near to the ${ }_{n} n_{n}$ - measure of the original interval. If $A_{n}^{*}$ denotes the cyiinder set in $R_{T}$ with base $B_{n}^{*}$, then by (I7) we have

$$
\begin{equation*}
\left.P_{n} f_{n}-A_{n}^{*}\right\}=P_{n n}\left\{B_{n}-B_{n}^{*}\right\}<\frac{\varepsilon}{2^{n+1}} \tag{18}
\end{equation*}
$$

Let $C_{n}=A_{1}^{*} A_{2}^{*} \ldots A_{n}^{*}$. Since $C_{n} C A_{n}^{*} \subset A_{n}$ and $A_{n} \bar{C}_{n}=A_{n} \bar{A}_{1}^{*}+A_{n} \bar{A}_{2}^{*}+\ldots+$ $A_{n} \bar{A}_{n}^{*} \subset A_{1} \bar{A}_{1}^{*}+A_{2} \bar{A}_{2}^{*}+\ldots+A_{n} \bar{A}_{n}^{*}$, it follows that

$$
\begin{equation*}
P\left\{A_{n}\right\}-\underset{\sim}{P}\left\{C_{n}\right\}=P\left\{A_{n}-C_{n}\right\} \leqq \sum_{k=1}^{n} P\left\{A_{k}-\bar{A}_{k}^{*}\right\}<\frac{\varepsilon}{2} . \tag{19}
\end{equation*}
$$

By (16) we have $\underset{\sim}{P}\left\{A_{n}\right\} \geq \varepsilon$ and therefore (19) implies that

$$
\begin{equation*}
P\left\{C_{n}\right\}>\frac{\varepsilon}{2} \tag{20}
\end{equation*}
$$

for $n=1,2, \ldots$. Thus $C_{n}$ is not empty and we can select in it a point $a(n)=\left(a_{t}(n), t \in \mathbb{T}\right)$. Since $C_{n} \subset C_{m}$ if $n \geq m$, therefore $a(n) \& C_{m}$ if $n \geqslant m$. Hence

$$
\begin{equation*}
\left(a_{t_{1}}(n), a_{t_{2}}(n), \ldots, a_{t_{m}}(n)\right) \varepsilon B_{m}^{*} \tag{21}
\end{equation*}
$$

for $n \geq m$. The set $B_{m}^{*}$ is bounded for every $m=1,2, \ldots$. Thus the sequence $\{a(n)\}$ contains a subsequence $\left\{a\left(n_{k}^{(1)}\right)\right\}$ for which $a_{t_{1}}\left(n_{k}^{(1)}\right) \rightarrow a_{t_{1}}$ as $k \rightarrow \infty$. Furthermore, the sequence $\left\{a\left(n_{k}^{(1)}\right)\right\}$ contains a subsequence $\left\{a\left(n_{k}^{\left(\frac{1}{2}\right)}\right)\right\}$
for which $a_{t_{2}}\left(n_{k}^{(2)}\right) \rightarrow a_{t_{2}}$ as $k \rightarrow \infty$. cinntinuing in this way for each $i=1,2, \ldots$ we can define a sequence $\left\{a\left(n_{k}^{(i)}\right)\right\}$ such that $\left\{a\left(n_{k}^{(i)}\right)\right\}$ is a subsequence of $\left\{a\left(n_{k}^{(i-1)}\right)\right\}$ and $a_{t_{i}}\left(n_{k}^{(i)}\right) \rightarrow a_{t_{i}}$ as $k \rightarrow \infty$. Then the diagonal sequence $\left\{a\left(n_{k}^{(k)}\right)\right\}$ has the property that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} a_{i}\left(n_{k}^{(k)}\right)=a_{t_{i}} \tag{22}
\end{equation*}
$$

exists for $i=1,2, \ldots$. Iet $a=\left(a_{t}, t \in \mathbb{T}\right)$ where $a_{t}$ is defined by (22) for $t=t_{1}, t_{2}, \ldots, t_{i}, \ldots$ and $a_{t}=0$, say, for $t \neq t_{i}(j=1,2, \ldots)$.

Since $\left(a_{t_{1}}\left(n_{k}^{(k)}\right), a_{t_{2}}\left(n_{k}^{(k)}\right)_{2} \ldots, a_{t_{m}}\left(n_{k}^{(k)}\right)\right) \varepsilon B_{m}^{*}$ for $k=1,2, \ldots$, and since the set $B_{m}^{*}$ is closed by (22) it follows that

$$
\begin{equation*}
\left(a_{t_{1}}, a_{t_{2}}, \ldots, a_{t_{m}}\right) \varepsilon B_{m}^{*} \subset B_{m} \tag{23}
\end{equation*}
$$

and consequently a $\varepsilon A_{m}=B_{m} X R_{T-T_{m}}$ for $m=1,2, \ldots$. This proves that II $A_{m}$ is not empty which was to be proved. $\mathrm{m}=1$

Accordingly, we have proved that the probability measure ${ }_{m} T$ defined By (15) on $C_{T I}$ is $\sigma$-additive. By Carathéodory's extension theorem the definition of $P_{T}$ can uniquely extended over $B_{T}$ in such a way that $P_{m} T$ remains nonnegative and $\sigma$-additive. Thus there exists a probability space $\left(R_{T}, B_{T}, P_{T}\right)$ and every ${\underset{m}{T}}^{P_{n}}$ is a projection of ${ }_{n} P_{T}$ on $R_{T_{n}}$.

If we define the random variables $\xi(t)$ for $t \in T$ by $\xi(t)=\xi\left(t, w_{r_{1}}\right)=$ $\omega_{0 / f}$ where $u_{p}=\left(\omega_{t}, t \varepsilon I\right)$, then (5) holds for every finite subset, $t$ $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ of $T$. This completes the proof of Theorem 1 .

Theorem I was proved in 1933 by A. N. Kolmogorov [ 55 ]. Ir some particular cases, Theorem 1 can be deduced from some results found in 1917 by F. J. Daniell [21 ],[22 ] for integrals in a space of an infinite number of dimensions. For the theary of abstract integrals we refer to M. Fréchet [43], A. N. Kolmogorov [ 54$]$ and B. Jessen [ 47 ].

In the above discussion we considered real stochastic processes. In general we can consider vector stochastic processes or stochastic processes taking values in a metric space and we can demonstrate that the appropriate version of Theorem 1 is valid for such processes too. That is if we assume that each $R_{t}(t \varepsilon T)$ is a finite dimensional Euclidean space or a metrje
space, if $B_{t}$ denotes the cless of Borel subsets of $R_{t}$, that is, if $B_{t}$ is the minimal o-algebra which contains all the open sets in $R_{t}$, and if $\underset{\sim}{\mathrm{P}_{\mathrm{n}}} \quad\left(\mathrm{T}_{\mathrm{n}} \subset \mathrm{T}\right)$ are consistent probabilities defined on all finite product o-algebras $B_{T}=\underset{t \varepsilon T_{n}}{X} \quad B_{t}$, then there is a unique probability measure $P_{m}$ defined on the $\sigma$-algebra $B_{T}=\underset{t \in T}{X} B_{t}$ in such a way that every ${\underset{\sim}{m}}_{T_{n}}$ is a projection of ${ }_{n} P_{T}$ on $R_{T_{n}}$. The proof of Theorem l can easily be extended to stochastic processes taking values in a finite dimensional Euclidean space or in a metric space. However, in general, the appropriate version of Theorem 1 is not valid anymore for abstract stochastic processes. That is, if we assume that each $R_{t}(t \varepsilon T)$ is an abstract set, if $B_{t}$ is a $\sigma$-aigebra of subsets of $R_{t}$, and if $P_{T_{n}}\left(T_{n} \in T\right)$ are consistent probabilities defined on all finite product $\sigma$-algebras $B_{T}=\underset{t \in T}{ } \mathcal{B}_{t}$, then, in general, we cannot define a probability measure $P_{T 1}$ on the $\sigma$-a ${ }^{P}$ gebra $B_{T}=\underset{t \varepsilon T}{X} B_{t}$ in such a way that every ${\underset{\sim}{m} \eta_{n}}$ is a projection of $\underset{m}{P}$ on $R_{T} \quad \because$. In 1938 J. L. Dob [ 26 ] and in 1944 E. S. Andersen [ 2 ] believed that they have proved the abstract version of Theorem 1, but in 1946 E.S. Andersen and B. Jewen [ 3 ] pointed out that these proofs were incorrect. In 1948 E. S. Andersen and B. Jessen [4] constructed an example which shows that in fact the abstract version of Theorem 1 is not valid in general.

It should be noted that in the particular case where the finite dimensional. probability measures are consistent product measures the abstract version of Theorem 1 is valid. This result was formulated for the first tine in 1934 by Z. Eomnicki and S. Ulam [ 59 ], but their proof contains an error which was pointed out in 346 by E.S. Andersen and B. Jessen [3 ]. $\mathrm{FO}^{2}$
the proof of the extension theorem for product measures in abstract product sets we refer to J. v. Neumann $[65 \mathrm{pp} .122-148]$, B. Jessen [ 48 ], S, Andersen and B. Jesser $[3]$ and S. Kakutani [ 50$]$.

In the proof of Theorem 1 we actually constructed a probability space $(s, B, P)$ and a family of real random variables $\xi(t), t, E T$, such that the finite dimensional distribution functions of the process $\{\xi(t), t \varepsilon T\}$ are the prescribed distribution functions (4). However, this is not the only possible construction. We can construct infinitely many probability spaces $(\Omega, B, P)$ and on each probability space we can define infinitely many families of random variables $\{\xi(t), t \varepsilon T\}$ having the given finite dimensional distribution functions (4), In fact if ( $\Omega, B, P$ ) is a probability space and $\{\xi(t), t \varepsilon T\}$ and $\left\{\xi^{*}(t), t \varepsilon T\right\}$ are two families of random variables for which

$$
\begin{equation*}
\underset{\sim}{P}\left\{\xi(t)=\xi^{*}(t)\right\}=3 \tag{24}
\end{equation*}
$$

for all $t \varepsilon T$, then both $\{\xi(t), t \varepsilon T\}$ and $\left\{\xi^{*}(t), t \varepsilon T\right\}$ have the same finite dimensional distributions. In chis case we say that $\{\xi(\mathrm{t})$, $\mathrm{t} \varepsilon \mathrm{T}\}$ and $\left\{\xi^{*}(t), t \varepsilon T\right\}$ are equivalent stochastic processes. Accordingly, we can replace every stochastic process $\{\xi(t), t \varepsilon T\}$ by an equivalent stochastic process $\left\{\xi^{*}(t), t \varepsilon \mathbb{T}\right\}$ without changing its finite dimensional distribution functions.

If we want to construct a stochastic process $\{\xi(t) ; t \varepsilon T\}$ with given finite dimensional distribution functions, then we can choose among infinitely many possible versions. Some versions may have debi prs a properties and in this case it is reasonable to choose such a version. To see the differences amone the possible versions of a stochastic process let us consider the following

VII-13
simple example. Let $\Omega$ be the interval $[0,1], B$, the class of Lebesguemeasurable subsets of $[0,1]$, and $\underset{\sim}{P}$, the Levesgue measure. Then $(\Omega, B, P)$ is a complete probability space. Let $\{\xi(t)\}$ be a family of random variables defined for $t \varepsilon T=[0, I]$ for which

$$
\begin{equation*}
\underset{m}{P}\{\xi(t)=0\}=1 \tag{25}
\end{equation*}
$$

for all $t \in T$. The finite dimensional distribution functions of $\{\xi(t)$, $0 \geq t \leqq 1$ ) are uniquely determined by (25) and they are consistent. Thus By Theorem 1 it follows that indeed there exists a process $\{\xi(t), 0 \leqq t \leq 1$ for which (25) holds.

By (25) it follows that
(26)

$$
P\{\xi(t I \equiv 0 \text { for } t \in S\}=1
$$

for any finite or countably infinite subset $S$ of [0,I]. For many purposes it would be lesirable to conclude from (26) that

$$
\begin{equation*}
\underset{\sim}{P}\{\xi(t) \equiv 0 \text { for all } t \varepsilon[0,1]\}=1 \tag{27}
\end{equation*}
$$

However, (27) does not follow from (26) in general, unless we choose some suitable version of the process $\{\xi(t), 0 \leqq t \leqq 1\}$. For example if $M$ is a subset of $[0,1]$ and if we define $\xi(t)=\xi(t, \omega)$ for $t \varepsilon[0,1]$ and $\omega \varepsilon[0,1]$ in the following way

$$
\xi(t, \omega)= \begin{cases}0 & \text { if } t \varepsilon M, \omega \varepsilon[0,1]  \tag{28}\\ 0 & \text { if } t \notin M, \omega \neq t, \\ 1 & \text { if } t \notin M, \omega=t,\end{cases}
$$

then (25) and (26) are sauisfied, and $\{\omega: \xi(t, w)=0$ for $0 \leqq t \leqq I\}=$ $\{\omega: \omega \varepsilon M\}$. Now if $M \varepsilon B$, then $\{\xi(t) \equiv 0$ for $0 \leqq t \leqq I\} \varepsilon B$ and
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$\mathrm{P}\{\xi(t) \equiv 0$ for $0 \leqq t \leqq 1\}=\mu(M)$ where $\mu(M)$ is the Lebesgue measure of $M$, whereas, if $M \notin B$, then $\{\xi(t) \equiv 0$ for $0 \leqq t \leqq I\} \notin B$ and we cannot speak about the probability of $\{\xi(t) \equiv 0$ for $0 \leq t \leq 1\}$, that is, the finite dimensional distributions of the process do not determine the probability of $\{\zeta(t I \equiv 0$ for $0 \leqq t \leqq 1\}$. If we choose $M=[0,1]$ or $M$ is any Borel subset of $[0,1]$ with Lebesgue measure 1 , then (27) holds. This is of course the desirable case but we cannot exclude the other cases without imposing some restriction on the stochastic process to be chosen. The simplest and the most usefu? criterion in choosing the stochastic process $\{\xi(t), t \varepsilon T\}$ is the criterion of separability which was introduced in 1937 by J. L. Doob [ 25 ]. See also J. I. Doob [28 ], [29], W. Ambrose [ I ], J. L. Doob and W. Ambrose [ 33 ], J. L. Doob [ 30 ], [ 31],[32 ], P. A. Meyer [ 6].], [62 pp. 55-64], and I. I. Gikhman and A. V. Skorokhod [ 44 pp. 150-156].

Definition 1. Let $\{\xi(t), t \varepsilon T\}$ be a real stochastic process with arbitrary linear parameter set $T$. Let the random variables $\xi(t), t \varepsilon T$, be definod on a probability space $(\Omega, B, \underset{m}{\mathrm{P}})$ and let $\xi(\mathrm{t})$ have value $\xi(\mathrm{t}, \mathrm{i})$ at $\omega \varepsilon \Omega$. The process $\{\xi(t), t \varepsilon T\}$ is said to be separable if there is a countable subset $S$ of $T$ and a set $\Lambda \in B$ with $\underset{\sim}{P}\{\Lambda\}=0$ such that if $A$ is any closed set of the real line and if I is any open intervai of the real line, then
(29) $\{\omega: \xi(t, \omega) \varepsilon A$ for $t \varepsilon \operatorname{IS}\}-\{\omega: \xi(t, \omega) \varepsilon A$ for $t \varepsilon I T\} \subset \Lambda$.

The set $S$ is called a separability set of the process, and $\Lambda$, an exceptional. set. Since $V^{2} y$ open set can be represented as a countable union of open intervals, it is obvious that the above definition remains valid
unchangeably if we assume that $I$ is any open set.
The advantage of a separable process of is evident. Let us consider the process $\{\xi(t), t \varepsilon T\}$ in the above definition. If $A$ is a closed set and $I$ is an open interval, then in general the set $\{\omega: \xi(t, \omega) \varepsilon A$ for $t \varepsilon I T\}$ does not belong to $B$. However, if the probability space ( $\Omega, B, P$ ) is complete and if the process is separable, then $\{\omega: \xi(t, \omega) \varepsilon A$ for $t \varepsilon$ IT $\}$ belongs to $B$ and
(30) $\underset{\sim}{P}\{\xi(t) \varepsilon A$ for $t \varepsilon I T\}=\underset{m}{P}\{\xi(t) \varepsilon A$ for $t \varepsilon I S\}$.

For example, if there is a separable stochastic process $\{\xi(t)$, $0 \leqq t \leqq 1\}$ defined on a complete probability space and if (25) holds for $t \varepsilon[0,1]$, then (27) is true. As we have already seen (27) is not true without some Aypothesis for the process $\{\xi(t), 0 \leqq t \leqq 1\}$.

If $\{\xi(t), t \varepsilon T\}$ is a separable stochastic process defined on a probability space $(\Omega, B, P)$ which is complete, then we can define the probabilities of such events as that the sample functions are bounded, are continuous, are integrable and so on.

We note that if $\{\xi(t, \omega)$, $t \varepsilon T\}$ is a separable stochastic process defined on a complete probability space, if $S$ is a separability set and if $\omega \notin \Lambda$ where $\Lambda$ is an exceptional set, then
(31) $\inf _{t \in I T} \xi(t, \omega)=\inf _{t \varepsilon I S} \xi(t, \omega)$ and $\sup _{t \varepsilon I T} \xi(t, w)=\sup _{t \varepsilon I S} \xi(t, w)$
for every open interval I. Conversely, if there is a set $\Lambda \in B$ vith $P\{A\}=0$ such that if $\omega \notin \Lambda$ it follows that (31) is true for every open interval I., then the process $\{\xi(t, \omega), t \varepsilon T\}$ is obviously separable.

If the process $\{\xi(t), t \varepsilon T\}$ is separable and if $I$ is any open interval, then $\inf _{t \varepsilon I T} \xi(t), \sup _{t \varepsilon I T} \xi(t), \lim _{t \rightarrow u}$ inf $\xi(t)$ and $\lim _{t \rightarrow u} \sup \xi(t)$ are all (finite or infinite valued) random variables.

We have demonstrated that a separable process has many desirable properties. The problem arises what restrictions should we impose on a process in order to De separable. We shall prove that every stochastic process $\{\xi(t)$, $t \varepsilon T\}$ has a separable version $\left\{\xi^{*}(t), t \varepsilon T\right\}$ which has the same finite dimensional distribution functions as the original process. This is the best possible result which we can expect. The proof of this result is based on the following two auxiliary theorems.

Lemma 1. Let $\{\xi(t, \omega), t \varepsilon T\}$ be a real stochastic process with an arbitrary parameter set $T$. To each linear Borel set A there corresponds a countable sequence $\left\{t_{k}\right\}$ such that

$$
\begin{equation*}
\underset{\sim}{p}\left\{\xi\left(t_{k}, \omega\right) \varepsilon A \text { for } k \geq 1 \text { and } \xi(t, \omega) \notin A\right\}=0 \tag{32}
\end{equation*}
$$

for all $t \in T$.

Proof. Let $t_{1}$ be any point of $T$. If $t_{1}, t_{2}, \ldots, t_{n}$ have already been chosen, then let us define

$$
\begin{equation*}
a_{n}=\sup _{t \in T} \underset{m}{P}\left\{\xi\left(t_{k}, \omega\right) \varepsilon A \text { for } k \leq n \text { and } \xi(t, \omega) \notin A\right\} \tag{33}
\end{equation*}
$$

Then $1 \geq a_{1} \geq a_{2} \geq \ldots \geq a_{n} \geqq \ldots \geq 0$. If $a_{n}=0$, then $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ satisfies (32). If $a_{n}>0$, then let us choose $t_{n+1}$ as any value for which

$$
\begin{equation*}
\underset{m}{P}\left\{\xi\left(t_{k}, \omega\right) \varepsilon A \text { for } k \leq n \text { and } \xi\left(t_{n+1}, \omega\right) \notin A\right\}>\frac{a_{n}}{2} \tag{34}
\end{equation*}
$$

If $a_{n}>0$ for all $n=1,2, \ldots$, then we have

$$
\begin{equation*}
\underset{m}{P}\left\{\xi\left(t_{k}, \omega\right) \varepsilon A \text { for } k \geqq 1 \text { and } \xi(t, \omega) \notin A\right\} \leqq \lim _{n \rightarrow \infty} a_{n} \tag{35}
\end{equation*}
$$

for all $t \in T$.

Since the sets $\left\{\omega: \xi\left(t_{k}, \omega\right) \in A\right.$ for $k \leq n$ and $\left.\xi\left(t_{n+1}, \omega\right) \notin A\right\}$ for $\mathrm{n}=1,2, \ldots$ are disjoint, we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} P_{m}\left\{\xi\left(t_{k}, \omega\right) \notin A \text { for } k \leqq n \text { and } \xi\left(t_{n+1}, \omega\right) \notin A\right\} \leqq 1 \tag{36}
\end{equation*}
$$

whence $\lim _{n \rightarrow \infty}\left\{\xi\left(t_{k}, \omega\right) \notin A\right.$ for $k \leqq n$ and $\left.\xi\left(t_{n+1}, \omega\right) \notin A\right\}=0$. By (34) we obtain that $\lim _{n \rightarrow \infty} a_{n}=0$. Finally (35) implies (32) which completes the proof.

The following auxiliary theorem follows easily from the previous one.

Lemma 2. Let $\{\xi(t), t \in T\}$ be a real stochastic process with an arbitrary parameter set $T$. Let. $A_{0}$ be a countable class of linear Borel sets, and let $A$ be the class of sets which are the intersections of sets belonging to $A_{0}$. Then there exists a countable set of points $t_{1}, t_{2}, \ldots$, $t_{k}, \ldots$ such that to each $t \in T$ there corresponds an $\omega$-set $\Lambda_{t}$ with $\underset{m}{P}\left\{\Lambda_{t}\right\}=0 \quad \underline{\text { ard }}$

$$
\begin{equation*}
\left\{\xi\left(t_{k}, \omega\right) \in A \text { for } k \geqq 1 \text { and } \xi(t, \omega) \notin A\right\} \subset \Lambda_{t} \tag{37}
\end{equation*}
$$

for each $A \in A$.

Proof. For each $A \& A_{0}$ there is a countable parameter set such that: (32) holds. Obviously (32) holds for each $A \in A_{O}$ if $\left\{t_{k}\right\}$ is chosen as
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the union of all these parameter sets. Let
(38) $\quad A_{t}=\bigcup_{A \varepsilon A_{0}}\left\{\omega: \xi\left(t_{k}, \omega\right) \varepsilon A\right.$ for $k \geq 1$ and $\left.\xi(t, \omega) \notin A\right\}$.
with the above definition of $\left\{t_{k}\right\}$.

$$
\text { If } A \in A \text { and } A \subset A_{O} \in A_{O} \text {, then }
$$

(39) $\left\{\xi\left(t_{k}, \omega\right) \& A\right.$ for $k \geqq 1$ and $\left.\xi(t, \omega) \notin A_{0}\right\} \subset$

$$
\mathcal{C}\left\{\xi\left(t_{k}, \omega\right) \varepsilon A_{0} \text { for } k \geqq 1 \text { and } \xi(t, \omega) \notin A_{0}\right\} \subset A_{t}
$$

and hence (37) follows because each $A \in A$ is the intersection of a sequence of sets in $A_{0}$. This completes the proof of the lemma.

Theorem 2. Let $\{\xi(\mathrm{t}), \mathrm{t} \varepsilon \mathrm{T}\}$ be a real stochastic process with linear parameter set $T$ defined on a probability space $(\Omega, B, F)$. There exists a separable stochastic process $\left\{\xi^{*}(t), t \varepsilon T\right\}$ defined on the same probability space such that

$$
\begin{equation*}
\underset{\sim}{P}\left\{\xi^{*}(t)=\xi(t)\right\}=1 \tag{40}
\end{equation*}
$$

for all $t \in T$. The random variables $\xi^{*}(t)(t \in T)$ may take on the values $+\infty$ and $-\infty$.

Proof. We note that (40) implies that the finite dimensional distribution functions of the process $\left\{\bar{\xi}^{*}(t), t \varepsilon T\right\}$ are the same as the corresponding finite dimensional distribution functions of the process $\{\xi(t), t \varepsilon T\}$, that is, if we replace a stochastic process by its separable version, then all the finite dimensional distribution functions remain unchanged.

We note also that for each $t \in T$ the set $\left\{\omega: \xi^{*}(t, \omega) \neq \xi(t, \omega)\right\}$ has probability 0 , but this set may vary with $t$. If the union $U\left\{\omega: \xi^{*}(t, \omega) \neq\right.$ $\xi(t, \omega)\}$ has probability 0 , then the process $\{\xi(t), t \varepsilon T\}$ itself is separable.

To prove the theorem let $A_{0}$ be the class of linear sets which are finite unions of open or closed intervals with rational or infinite endpoints, and let $A$ be the class of sets which are intersections of sequences of sets in $A_{0}$. Then $A$ includes the closed sets.

For any open interval I with rational or infinite endpoints let us consider the stochastic process $\{\xi(t), t \varepsilon I T\}$ and apply Ienma 2 with $A_{0}$ and $A$ as just defined. By Lenma 2 there is a countable set $S(I) \subset I T$ and an w-set $\Lambda_{t}(I)$ such that $P\left\{\Lambda_{t}(I)\right\}=0$ for $t \varepsilon I T$ and

$$
\begin{equation*}
\{\xi(s, \omega) \in A \text { for } s \varepsilon S(I) \text { and } \xi(t, \omega) \notin A\} \subset \Lambda_{t}(I) \tag{41}
\end{equation*}
$$

for $A \varepsilon A$ and $t \varepsilon I T$. Define

$$
\begin{equation*}
S=\bigcup_{I} S(I) \quad \text { and } \quad \Lambda_{t}=\bigcup_{I} \Lambda_{t}(I) \tag{42}
\end{equation*}
$$

where the union is taken for all open intervals I with rational or infinite endpoints.

For fixed $\omega$ let $A(I, \omega)$ be the closure of the set of values $\xi(s, \omega)$ as $s$ varies in IS . The set $A(I, \omega)$ may include the values $+\infty$ and $-\infty$. It is closed, nonempty, and

$$
\begin{equation*}
\xi(t, \omega) \varepsilon A(I, \omega) \text { if } t \in I T \text { and } \omega \notin \Lambda_{t} \text {. } \tag{43}
\end{equation*}
$$
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If we define

$$
\begin{equation*}
A(t, \omega)=\bigcap_{I \exists t} A(I, w) \tag{44}
\end{equation*}
$$

where the intersection is taken for all those specified intervals which contain $t$, then $A(t, w)$ is closed, nonempty, and

$$
\begin{equation*}
\xi(t, \omega) \varepsilon A(t, \omega) \text { if } t \varepsilon T \text { and } \omega \notin \Lambda_{t} \text {. } \tag{45}
\end{equation*}
$$

Now let us define $\xi^{*}(t, \omega)$ for $t \varepsilon \Gamma$ and $\omega \varepsilon \Omega$ as follows:

$$
\begin{equation*}
\xi^{*}(t, \omega)=\xi(t, \omega) \text { if } t \varepsilon S \text { or } t \notin S \text { and } \omega \notin \Lambda_{t} \text {, } \tag{46}
\end{equation*}
$$

and $\xi^{*}(t, \omega)$ is any value in $A(t, \omega)$ if $t \notin S$ and $\omega \in \Lambda_{t}$.
The process $\left\{\xi^{*}(t, \omega), t \varepsilon T\right\}$ obviously satisfies the condition (40).
It remains to prove that $\left\{\xi^{*}(t), t \varepsilon T\right\}$ is separable.

Let $A$ be a closed set and let $I$ be an open interval with rational or infinite endpoints. Suppose that $w$ has the property that

$$
\begin{equation*}
\xi^{*}(s, \omega) \varepsilon A \text { if } s \varepsilon I S \text {. } \tag{47}
\end{equation*}
$$

Then $A(I, \omega) \subset A$ necessarily holds. It follows from the definition of $\xi^{*}(\tau, \omega)$ that if $t \varepsilon I T$, then
(48) $\quad \xi^{*}(t, \omega)=\xi(t, \omega) \varepsilon A(I, \omega)$ for $t \varepsilon S$ and for $t \notin S, w \notin \Lambda_{t}$ and

$$
\begin{equation*}
\xi^{*}(t, \omega) \varepsilon A(t, \omega) \subset A(I, \omega) \in A \text { for } t \notin S, \omega \in \Lambda_{t} . \tag{49}
\end{equation*}
$$

Thus
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(50) $\left\{\xi^{*}(S,(0) \varepsilon A\right.$ for $s \in I S\}=\left\{\xi^{*}(t, u) \varepsilon A\right.$ for $\left.t \varepsilon \Pi T\right\}$
if $A$ is a closed set and if $I$ is an open interval with rational or infinite endpoints. Since any open interval can be expressed as the union of a countable number of open intervals with rational or infinite endpoints, it follows from (50) that (50) is true for any open interval. I . This completes the proof of the theorem.

We observe that we cannot exclude infinite values for $\xi^{*}(t, \omega)$, since the set $A(t, \omega)$ above may contain no finite values.

Theorem 2 and the above proof are due to J. L. Doob [ $30 \mathrm{pp} .57-60]$.

In many cases it is necessary to specify the separability set $S$ of a stochastic process. The following theorem shows that for a large class of stochastic processes we can easily find separability sets.

Theorem 3. Let $\{\xi(t)$, $t \varepsilon T\}$ be a separable, real stochastic process with Iinear parameter set $T$. If for every $\varepsilon>0$ we have

$$
\begin{equation*}
\underset{\sim}{P}\{|\xi(t)-\xi(u)|>\varepsilon\} \rightarrow 0 \text { as }|t-u| \rightarrow 0, \tag{51}
\end{equation*}
$$

then any countable and everywhere dense subset $S$ of $T$ is a separability set of the process.

Proof. Let $\{\xi(t), t \varepsilon T\}$ be defined on a probability space ( $\Omega, B, P$ ). Let $S$ be a separability set of the process and let $\Lambda$ be an exceptional set. Then (29) holds for any closed set $A$ and $\Lambda \varepsilon B$ and $\underset{m}{p}\{\Lambda\}=0$.

Let $S^{*}$ be any countable and everywhere dense subset of $T$. We shal. prove that there is a set $\Lambda^{*}$ such that $\Lambda^{*} \varepsilon B, \underset{m}{P}\left\{\Lambda^{*}\right\}=0$ and
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(52) $\left\{\omega: \xi(t, \omega) \varepsilon A\right.$ for $\left.t \varepsilon I S^{*}\right\}-\{\omega: \xi(t, \omega) \varepsilon A$ for $t \varepsilon I T\} \subset \Lambda U \Lambda^{*}$ for any closed set $A$. This implies that $S^{*}$ is a separability set of the process.

For any open interval I with rational or infinite endpoints and for fixed $\omega$ denote by $B(I, \omega)$ the set of values of $\xi(s, \omega)$ as $s$ varies in IS* . Then we have

$$
\begin{equation*}
\underset{m}{P}\{\xi(t, w) \notin B(I, w)\}=0 \tag{53}
\end{equation*}
$$

for all $t \in I T$. To prove (53) for each $t \varepsilon I T$ let us choose a sequence $\left\{t_{k}\right\}$ such that $t_{k} \varepsilon I S^{*}$ and $t_{k} \rightarrow t$ as $k \rightarrow \infty$. Then we have

$$
\begin{align*}
& \underset{m}{P}\{\xi(t, \omega) \notin B(I, \omega)\} \leqq \lim _{\mathrm{m}} \operatorname{Pam}_{k \rightarrow \infty}\left\{\lim \inf \left|\xi\left(t_{k}\right)-\xi(t)\right|>\frac{l}{m}\right\}  \tag{54}\\
& \leqq \lim _{m \rightarrow \infty} \lim _{k \rightarrow \infty} \inf P\left\{\left|\xi\left(t_{k}\right)-\xi(t)\right|>\frac{1}{m}\right\}=0 .
\end{align*}
$$

This implies (53).

Let

$$
\begin{equation*}
\Lambda^{*}=\bigcup_{I} \bigcup_{t \varepsilon I S}\{\omega: \xi(t, \omega) \notin B(I, \omega)\} \tag{55}
\end{equation*}
$$

where the union is taken for all open intervals with rational or infinite endpoints. We have $\Lambda^{*} \in B$ and by (53) $P\left\{\Lambda^{*}\right\}=0$.

Now if $\omega \notin \Lambda \cup \Lambda^{*}$ and $\xi(t, \omega) \varepsilon A$ for all $t \varepsilon$ IS ${ }^{*}$ where $A$ is a closed set, then for every $t \varepsilon$ IS we have

$$
\begin{equation*}
\xi(t, \omega) \varepsilon B(I, \omega) \subset A \tag{56}
\end{equation*}
$$
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Finally by (29) we can conclude that (56) implies that

$$
\begin{equation*}
\xi(t, \omega) \subset A \tag{57}
\end{equation*}
$$

for all $t \varepsilon I T$ whenever $\omega \notin \Lambda U \Lambda^{*}$. This proves (52).

Note. The notion of separability and Theorem 2 and Theorem 3 can also be extended to abstract valued processes. We shall mention here some results for the case when $\{\xi(t), t \in T\}$ is a stochastic process with state space $X$ and parameter set $T$ where $X$ and $T$ are metric spaces. That is let $\left(\Omega, B_{s} P\right)$ be a probability soace and for each $t \in T$ let $\xi(t)=\xi(t, \omega)$ be a measurable function of $\omega \varepsilon \Omega$ taking values in $X$.

Definition 2. The process $\{\xi(t), t \varepsilon T\}$ is said to be separable if there is a countable subset $S$ of $T$ and a set $\Lambda \varepsilon B$ with $P\{\Lambda\}=0$ such that if $A$ is any closed set in $X$ and $I$ is any open set in $T$, thern

$$
\begin{equation*}
\{\omega: \xi(t, \omega) \varepsilon A \text { for } t \varepsilon I S\}-\{\omega: \xi(t, \omega) \varepsilon A \text { for } t \varepsilon I T\} \subset \Lambda . \tag{58}
\end{equation*}
$$

In exactly the same way as we proved Theorem 2 and Theorem 3 we can prove the following more general theorems. (See I. I. Gikhman and A. V. Skorokhod [44 pp. 150-156].)

Theorem 4. If $X$ is a compact metric space and $T$ is a sevarable metric space, then there exists a separable stochastic process $\left[\xi^{*}(t)\right.$, $t \varepsilon T\}$ defined on the same probability space as $\{\xi(t), t \varepsilon T\}$ and having the same state space $X$ as $\{\xi(t), t \varepsilon T\}$ such that

$$
\left.{\underset{m}{P}}^{\underline{\xi}}{ }^{*}(t)=\xi(t)\right\}=1
$$

for all $t \varepsilon T$.

Theorem 5. If $X$ is a separable and locally compact metric space and I is a separable metric space, then there exists a separable stochastic process $\left\{\xi^{*}(t), t \varepsilon T\right\}$ derined on the same probability space as $\{\xi(t), t \varepsilon T\}$ and having state space $X^{*} \Rightarrow X$ where $X^{*}$ is sone compact extension of $X$ such that

$$
\begin{equation*}
\underset{\sim}{P}\left\{\xi^{*}(t)=\xi(t)\right\}=1 \tag{60}
\end{equation*}
$$

for all $t \varepsilon T$.

Theorem 6. Let $\{\xi(t), t \in T\}$ be a separable stochastic process with state space $X$ and parameter set $T$ where $X$ is a metric space with metric $\rho(x, y)$ and $T$ is a separable metric space with metric $r(t, u)$. If for every $\varepsilon>0$ we have

$$
\begin{equation*}
\underset{m}{P}\{\rho(\xi(t), \dot{\xi}(u))\} \rightarrow 0 \text { as } r(t, u) \rightarrow 0 ; \tag{61}
\end{equation*}
$$

then any countable and everywhere dense subsct $S$ of $T$ is a separability set of the process.
48. Poisson and Compound Poisson Processes. Before introducing the notion of Poisson and compound Poisson processes it is necessary to deal with the polsson distribution. We say that a random variable $\xi$ has a Poisson distribution with parameter $a$ where $a$ is a positive number if
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$$
\begin{equation*}
\mathrm{P}\{\xi=k\}=e^{-a} \frac{a^{k}}{k!} \tag{1}
\end{equation*}
$$

for $k=0,1,2, \ldots$.

The Poisson distribution appears for the first time in connection with the matching problem. In 1713 N. Bermoulli and P. R. Montmort (see [143 pp. 301302 J) found that

$$
\begin{equation*}
P_{k}(n)=\frac{1}{k!} \sum_{j=0}^{n-k} \frac{(-1)^{j}}{j!} \tag{2}
\end{equation*}
$$

is the probability that exactly $k$ matcnes occur if we draw all the $n$ cards from a box which contains $n$ cards numbered $1,2, \ldots, n$ and if all the $n$ ! possible results are equally probable. Both L. Euler [I12] and A. De Moivre [109] observed that the sum in (2) tends to $1 / \mathrm{e}$ as $\mathrm{n} \rightarrow \infty$ and $k=0,1,2, \ldots$. Thus in the middle of the eighteenth century L. Eiler and. A. De Moivre encountered an instance of the Poisson distribution prece_ding S. D. Poisson by nearly a century.

In 1837 S. D. Poisson [149],[ 150pp. 171-172] demonstrated that if we consider $n$ Bermoulli trials with probability $p$ for success and if we suppose that $n \rightarrow \infty$ and $p \rightarrow 0$ in such a way that $n p \rightarrow a$ where $a$ is a positive number, then the limiting distribution of the number of successes is a Poisson distribution with parameter a, that is,

$$
\begin{equation*}
\lim _{\substack{n \rightarrow \infty \\ n p \rightarrow a}}\left(\frac{n}{k}\right) p^{k}(1-p)^{n-k}=e^{-a} \frac{a^{k}}{k!} \tag{3}
\end{equation*}
$$

for $k=0,1,2, \ldots$.

In 1898 I. v. Bortkiewicz [102] provided a thorough study of the Poisson distribution and he observed that in several cases when instantaneous random events occur in time, then with good approximation the number of events occurring in anyone interval has a Poisson distribution. L. v. Bortkiewicz considered examples such as the occurrence of accidental deaths by horse kick in the Prussian Amy over a 20 years period, and he found that the observations were in agreement with the Poisson distribution.

At the beginning of the twentieth century several researchers considered random phenomena which obey the Poisson law.

In 1903 F. Lundberg [ 134 ] assumed in his research that insurance claims happen according to the Poisson law. In 1909 A. K. Erlang [ 111 ] applied the Poisson law for the incoming calls in a telephone exchange. In investigating the nature of radioactive disintegration in 1910 E. Rutherford and H. Geiger [122], [167] observed the number of $\alpha$-particles reaching a counter in consecutive intervals and their data showed good agreement with the Poisson law. In 1918 W. Schottky [ 172 ] assumed in his investigations that electron emission from metals occurs according to the Poisson law.

The first explanations of the appearance of the Poisson distribution in the randorn phenomena mentioned above were based on the Poisson approximation of the Bernoulli distribution. In 1910 H. Bateman [ 97 ],[ 98$]$ demonstrated that if a random phenomenon satisfies some plausible conditions, then the number of events occurring in any interval necessarily has a Poisson distribution. This was the first result in which the Poisson distribution appeared as an
exact distribution and not an approximating distribution. In 1921 M. Fujiwara [121] considered more general assumptions than H. Bateman and deduced the Poisson law as a particular case of a more general law. In 1953 K . Florek, E. Marczewski and C. Ryll-Nardzewski [ 117 ] weakened further the assumptions which lead to the Poisson law.

Now we are going to deduce the Poisson law under general assumptions. If we observe instantaneous random events occurming in the time interval ( $0, \infty$ ), then it is convenient to introduce the random variable $v(t)$ denoting the number of events occurring in the time interval $(0, t]$. The family of random variables $\{v(t), 0 \leq t<\infty\}$ is said to form a point process. We say that the random phenomenon obeys the Poisson law if for every $u \geqq 0$ and $t>0$, the random variable $v(u+t)-v(u)$, that is, the number of events occurring in the time interval ( $u, u t t$ ], has a Poisson distribution. Our aim is to find conditions under which the point process $\{v(t), 0 \leq t<\infty\}$ obeys the Poisson law.

Let us suppose that in the time interval ( $0, \infty$ ) instantaneous events occur at random and denote by $v(t)$ the number of events occurring in the time interval ( $0, t$ ]. We shall study point processes which satisfy some or all the following conditions:
(a) Independence. For any $0 \leqq t_{0}<t_{1}<\ldots<t_{n}$ and for nonnegative integers $k_{1}, k_{2}, \ldots, k_{n}$, where $n=2,3, \ldots$, the events $\left\{v\left(t_{j}\right)-v\left(t_{j-1}\right)=\right.$ $\left.k_{j}\right\}$ for $j=1,2, \ldots, n$ are mutually independent.
(b) Homogerity. The probability of the event $\{v(u+t)-v(u)=k\}$ where $u \geq 0, t \geq 0, k=0,1,2, \ldots$ does not depend on $u$.
(c) Orderliness. In any interval ( $0, t$ ] events occur singly with probability one.

The following result is the main result for point processes defined above an it leads to the definition of the basic Poisson process.

Theorem 1. If $v(t)$ denotes the number of events occurring in the time interval. ( $O, t$, in a random point process and if $\{v(t), 0 \leq t<\infty\}$ satisfies the conditions (a), (b) and (c), then there exists a nonnegative constant $\lambda$ such that

$$
\begin{equation*}
P\{v(u+t)-v(u)=k\}=e^{-\lambda t} \frac{(\lambda t)^{k}}{k!} \tag{4}
\end{equation*}
$$

for $u \geqslant 0, t \geqslant 0$ and $k=0,1,2, \ldots$.

Proof. If we want to describe mathematically a desired random point process defined in the time interval $[0, \infty)$, then we should construct a probainility space $(\Omega, B, p)$ and we should define a family of random variables $v(t)=v(t, \omega)(0 \leqq t<\infty, \omega \varepsilon \Omega)$ such that conditions (a), (b), (c) are satisfied.

It is natural to assume that $\Omega$ contains all those real functions $\omega(t)$ defined for $t \geq 0$ which take on only nonnegative integers, are nondecreasing, continuous on the right, and satisfy $\omega(0)=0$. Let us assume that $B$ is
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the smallest $\sigma$-ilgebra which coritains the events $\{\omega: \omega(t)=k\}$ for all $t \geq 0$ and $k=0,1,2, \ldots$. For every $t \geq 0$ define the random variable $v(t)=v(t, \omega)=\omega(t)$ if $\omega=\omega(t)$. We shall show that there exists a probability measure $P$ such that (a), (b) and (c) are satisfied and $P$ depends only on a nonnegative real parameter $\lambda$.

Let
(5)

$$
P\{v(t)=k\}=P_{k}(t)
$$

for $t \geq 0$ and $k=0,1, \ldots$. We shall prove that necessarily
(6) $\quad P_{k}(t)=e^{-\lambda t} \frac{(\lambda t)^{k}}{k!}$
for $t \geq 0$ and $k=0,1,2, \ldots$ where $\lambda \geq 0$.
By using some simple properties of the Poisson distribution we can prove that by (5) and (6) the probability $\underset{\sim}{P}\{A\}$ is uniquely determined for $A \& A$ where $A$ is the smallest algebra which contains the events $\{\omega: \omega(t)=k\}$ for all $t \geqq 0$ and $k=0,1,2, \ldots$. By Carathéodory's extension theorem (Theorem 1.2 in the Appendix) the definition of $\underset{m}{P}\{A\}$ can uniquely be extended to $B$. That is, there exists indeed a probability space $(\Omega, B, P)$ and a family of jandom variables $\{\nu(t), 0 \leq t<\infty\}$ for which the conditions (a), (b), and (c) are satisfied. It remains to prove that (6) holds with some $\lambda \geq 0$.

Since the event $\{v(t+u)=k\}$ occurs if and only if $\{v(t)=k-j\}$ and.
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$\{v(t+u)-v(t)=j\}$ for at least one $j=0,1, \ldots, k$, by the conditions (a) and (b) we obtain that
(7) $\quad P_{k}(t+u)=\sum_{j=0}^{k} F_{k-j}(t) P_{j}(u)$
for $t \geqq 0, u \geqq 0$ and $k=0,1,2, \ldots$.

If $k=0$, then (7) reduces to

$$
\begin{equation*}
P_{0}(t+u)=P_{0}(t) P_{0}(u) \tag{8}
\end{equation*}
$$

for $t \geq 0$ and $u \geqq 0$. We shall prove that (8) implies that

$$
\begin{equation*}
P_{0}(t)=\left[P_{0}(1)\right]^{t} \tag{9}
\end{equation*}
$$

for all $t \geqq 0$.

From (9) it follows that either $P_{0}(t)=1$ for all $t \geq 0$, or $P_{0}(t)=0$ for all $t>0$, or

$$
\begin{equation*}
P_{0}(t)=e^{-\lambda t} \tag{10}
\end{equation*}
$$

for $t \geqslant 0$ where $\lambda$ is a finite positive number. For there are three possibilities $P_{0}(1)=1$ or $P_{0}(1)=0$ or $0<P_{0}(1)<1$. If $P_{0}(1)=1$, then by (9) $P_{0}(t)=1$ for all $t \geq 0$. If $P_{0}(1)=0$, then by (9) $P_{0}(t)=0$ for all $t>0$. If $0<P_{0}(1)<1$, then there exists a finite positive $\lambda$ such that $P_{0}(1)=e^{-\lambda}$ and then (10) follows from (9).

Since $0 \leqq P_{0}(t) \leqq 1$ for all $t \geqq 0$, it follows from (8) that $P_{0}(t+1) \leqq$ $P_{0}(u)$ for $t \geqq 0$ and $u \geqq 0$. If $r$ and $s$ are positive integers, then by
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the repeated application of $(8)$ we ontain that $P_{0}\left(\frac{r}{S}\right)=\left[F_{0}\left(\frac{I}{S}\right)\right]^{r}$ and if $r=s$, then $P_{0}(1)=\left[P_{0}\left(\frac{1}{s}\right)\right]^{s}$. Thus it follows that

$$
\begin{equation*}
P_{0}\left(\frac{r}{s}\right)=\left[P_{0}(1)\right]^{\frac{r}{s}} \tag{11.}
\end{equation*}
$$

for anv positive rational number $\mathrm{r} / \mathrm{s}$. If $t>0$, then for every sufficiently large $s$ there is an $r \geqq 2$ such that $r-1 \leqq t s<r$. Then $P_{0}\left(\frac{r}{s}\right) \leqq P_{0}(t) \leqq$ $P_{0}\left(\frac{r-1}{s}\right)$. By (11) $\quad \lim _{s \rightarrow \infty} P_{0}\left(\frac{r}{S}\right)=\lim _{S \rightarrow \infty} P_{0}\left(\frac{r-1}{S}\right)=\left[P_{0}(1)\right]^{t}$ and this proves (9) for $t>0$. Since necessarily $P_{0}(0)=1$, therefore (9) is true for all $t \geq 0$.

If $P_{0}(t)=I$ for all $t \geqslant 0$, then $P_{k}(t)=0$ for all $k=1,2, \ldots$, and $t \geq 0$. This corresponds to the degenerate case when with probability one no everits occur in any interval. ( $0, t$ ]. This proves (5) for $\lambda=0$.

If $P_{0}(t)=0$ for all $t>0$, then by (7) it follows that $P_{k}(t)=0$ for all $k=1,2, \ldots$ and $t>0$. This case is meaningless and should be excluded. This case can be considered as (6) with $\lambda=\infty$.

How we shall prove that if $P_{0}(t)=e^{-\lambda t}$ for $t \geq 0$ where $\lambda$ is a finite positive number then (6) holds for $a l l t \geq 0$ and $k=0,1,2, \ldots$.

If $P_{0}(t)=e^{-\lambda t}$ for all $t \geqq 0$ where $\lambda$ is a finite positive number, then by (7) we obtain that

$$
\begin{equation*}
P_{1}(t+i 1)=P_{1}(t) e^{-\lambda u}+P_{I}(u) e^{-\lambda t} \tag{12}
\end{equation*}
$$

for $t \geq 0$ and $u \geq 0$. Let $r(t)=e^{\lambda t} P_{1}(t)$ for $t \geq 0$. Then by (12) we have
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$$
\begin{equation*}
f(t+u)=f(t)+f(u) \tag{13}
\end{equation*}
$$

for $t \geqq 0$ and $u \geqq 0$. Obviously $0 \leqq f(t) \leqq e^{\lambda}$ for $0 \leqq t \leqq 1$. The only solution of (13) which is bounded in the interval [0, 1] is

$$
\begin{equation*}
f(t)=\lambda_{1} t \tag{14}
\end{equation*}
$$

where $\lambda_{1}$ is a real constant. For if we define $g(t)=f(t)-t f^{\prime}(1)$ for $t \geq 0$, then by (13)

$$
\begin{equation*}
g(t+u)=g(t)+g(u) \tag{1.5}
\end{equation*}
$$

for all $t \geq 0$ and $u \geq 0$. On the other hand by definition $g(1)=0$, and this implies that $g(t+1)=g(t)$ for all $t \geqslant 0$. Since $g(t)$ is bounded ir the interval $[0,1]$, therefore $g(t)$ is bounded in the interval $[0, \infty)$. If $g(t) \neq 0$ for some $t \geqslant 0$, then $g(n t)=n g(t)$ is arbitrarily large for sufficiently large $n$ values. This, however, contradicts to the boundedness of $g(t)$ in $[0, \infty)$. Therefore $g(t)=0$ for all $t>0$, that is, $f(t)=t f^{\prime}(1)$ for all $t>0$. Obviously $f(0)=0$. This proves (J.4). By definition $\lambda_{I} \geqq 0$. Thus we proved that

$$
\begin{equation*}
P_{1}(t)=e^{-\lambda t} \lambda_{1} t \tag{16}
\end{equation*}
$$

for $t \geqq 0$ where $\lambda_{I} \geqq 0$. Since

$$
\begin{equation*}
P_{0}(t)+P_{1}(t)=e^{-\cdot \lambda t}\left(1+\lambda_{1} t\right) \leqq 1 \tag{1.7}
\end{equation*}
$$

for all. $t \geqq 0$, it follows that necessarily $\lambda_{1} \leqq \lambda$.

Now we shall prove that condition (c) implies that $\lambda_{1}=\lambda$. According

## discontinuities of the

 to condition (c) in any finite interval ( $0, t$, the sample functions or the process are jump of magitude 1 with probability 1 . This condition can be stated in the following way: If$$
\begin{equation*}
A_{m}=\left\{v\left(\frac{j t}{2^{m}}\right)-v\left(\frac{(j-1) t}{2^{m}}\right) \leqq 1 \text { for } 1 \leqq j \leqq 2^{m}\right\} \tag{18}
\end{equation*}
$$

for $m=1,2, \ldots$, then

$$
\begin{equation*}
\mathcal{P}_{m}\left\{\sum_{m=1}^{\infty} A_{m}\right\}=\lim _{m \rightarrow \infty} \underset{m}{P}\left\{A_{m}\right\}=1, \tag{19}
\end{equation*}
$$

or

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left[P_{0}\left(\frac{t}{2^{m}}\right)+P_{1}\left(\frac{t}{2^{m}}\right)\right]^{2^{m}}=1 \tag{20}
\end{equation*}
$$

for all. $t \geqq 0$. By (10) and (16) it follows from (20) that $e^{-\lambda t+\lambda_{1} t}=1$ for all $t \geq 0$, that is, $\lambda_{1}=\lambda$. This proves (6) for $k=1$.

Having proved that (6) is true for $k=0$ and $k=1$, by mathematical induction we can prove thet (6) is true for all $k \geqq 0$.

If $k \geqq 2$, then
(21)

$$
0 \leqq \sum_{j=2}^{k} P_{k-j}(t) P_{j}(u) \leqq \sum_{j=2}^{K} P_{j}(u) \leqq I-P_{0}(u)-P_{1}(u)
$$

for all $t \geq 0$ and $u \geq 0$. Since $1-P_{0}(u)-P_{1}(u)=0(u)$ where $\lim _{u \rightarrow 0}(u) / u=0$, it follows from (7) that
(22) $\quad \frac{P_{k}(t+u)-P_{k}(t)}{u}=-P_{k}(t) \frac{1-P_{0}(u)}{u}+P_{k-1}(t) \frac{P_{1}(u)}{u}+\frac{o(u)}{u}$
for $t \geqq 0, u \geqslant 0$ and $k \geqq 1$. If $u \rightarrow 0$ in (22), then we have
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$$
\begin{equation*}
\frac{d F_{k}(t)}{d t}=-\lambda F_{k}(t)+\lambda P_{k-1}(t) \tag{23}
\end{equation*}
$$

for $t \geq 0$ and $k \geq 1$. If we multiply (23) by $e^{\lambda t}$, then we get

$$
\begin{equation*}
\frac{d e^{\lambda t} P_{k}(t)}{d t}=\lambda e^{\lambda t} P_{\mathrm{P}_{\mathrm{k}-1}}(\mathrm{t}) \tag{24}
\end{equation*}
$$

for $t \geq 0$ and $k \geq 1$. Since $P_{0}(0)=1$, therefore $P_{k}(0)=0$ for $k \geqq 1$ and by integrating (24) we obtain that

$$
\begin{equation*}
P_{k}(t)=\lambda e^{-\lambda t} \int_{0}^{t} e^{\lambda u} P_{k-1}(u) d u \tag{25}
\end{equation*}
$$

for $k \geqq 1$ and $t \geqq 0$. Starting from $P_{0}(t)=e^{-\lambda t}$ for $t \geq 0$ we can obtain $P_{k}(t)$ for every $k=1,2, \ldots$ and $t \geqq 0$ by (25). By mathematical induction it follows inmediately that (6) is true if $\lambda$ is a finite positive number. This completes the proof of the theorem.

Now we can define the notion of a homogeneous Poisson process.

Definition 1. We say that a family of real random variables $\mathcal{L}(t)$, $0 \leqq t<\infty\}$ forms a homogeneous Poisson process with parameter $\lambda$ where $\lambda$ is a finite positive number, if for any $0 \leq t_{0} \leq t_{1} \leq \cdots \leq t_{n}(n=2,3, \ldots)$ the random variables $v\left(t_{1}\right)-v\left(t_{0}\right), v\left(t_{2}\right)-v\left(t_{1}\right), \ldots, v\left(t_{n}\right)-v\left(t_{n-1}\right)$ are. mutually independent, $\mathrm{P}\{v(0)=0\}=1$, and

$$
\begin{equation*}
\underset{\sim}{P}\{v(u+t)-v(u)=k\}=e^{-\lambda t} \frac{(\lambda t)^{k}}{k!} \tag{26}
\end{equation*}
$$

for $\operatorname{all} t \geq 0, u \geq 0$ and $k=0,1,2, \ldots$.

By Theorem I we can conclude that such a process exists, and if we excluae the trivial case when $P\{v(t)=0\}=1$ for all $t \geqq 0$, then the condtions (a), (b), and (c) determine the distmbution (26) un to the parameter $\lambda$.

The parameter $\lambda$ has a simple probability interpretation. To see this let us calculate the expectation of $v(t)$. We have

$$
\begin{equation*}
E\{v(t)\}=\sum_{k=0}^{\infty} k e^{-\lambda t} \frac{(\lambda t)^{k}}{k!}=\lambda t \tag{27}
\end{equation*}
$$

Accordingly $E\{v(t+1)-v(t)\}=\lambda$, that is, the expected number of events occurring in any interval ( $t, t+l]$ of length 1 is just $\lambda$. For this reason we shall call $\lambda$ the density of the process. The knowledge of this single parameter completely determines the finite dimensional distributions of a homogeneous Poisson process. [In what follows we shall add various remarks to the notion of a homogeneous Poisson process.

First, we observe that condition (c) can be replaced by the following equivalent condition

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{P\{v(t)>1\}}{t}=0 . \tag{28}
\end{equation*}
$$

For (20) holds if and only if

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{1-P_{0}(t)-P_{1}(t)}{t}=0 \tag{29}
\end{equation*}
$$

Obviously, condition (c) could be replaced by any other condition which guarantees that in (16) $\lambda_{I}=\lambda$. For example, if we exclude the trivial case when $\mathrm{P}\{v(\mathrm{t})=0\}=1$ for all $t \geqq 0$, then condition ( c ) can be replaced by (30)

$$
\lim _{t \rightarrow 0} \frac{P_{1}(t)}{1-P_{0}(t)}=1 .
$$

If $\{v(t), 0 \leqq t<\infty\}$ is a homogeneous Poisson process of density $\lambda$, then
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$$
\begin{equation*}
\underset{n}{P}\{v(t)=0\}=1-\lambda t+0(t), P\{v(t)=1\}=\lambda t+o(t) \text { and } \underset{m}{P}\{v(t)>I\}=O(t) \tag{31}
\end{equation*}
$$

where $\lim _{t \rightarrow 0} o(t) / t=0$. Conversely, if instead of condition ( $c$ ) we assume that $\underset{\sim}{P}\{v(t)=1\}=\lambda t+o(t)$ where $\lambda$ is a positive constant, and $\underset{m}{P}\{v(t)>I\}=$ $o(t)$, then these conditions together with (a) and (b) imply that $\{v(t)$, $0 \leq t<\infty\}$ is a homogeneous Poisson process of density $\lambda$.

We can easily determine the moments of the distribution

$$
\begin{equation*}
\underset{\sim}{P}\{v(t)=k\}=e^{-\lambda t} \frac{(\lambda t)^{k}}{k!} \tag{32}
\end{equation*}
$$

where $k=0,1,2, \ldots$ and $t \geq 0$. The $r$-th binomial moment of $v(t)$ is equal to

$$
\begin{equation*}
E\left\{\binom{v(t)}{r}\right\}=\sum_{k=r}^{\infty}\binom{k}{r} e^{-\lambda t} \frac{(\lambda t)^{k}}{k!}=\frac{(\lambda t)^{r}}{r!} \tag{33}
\end{equation*}
$$

for $r=0,1,2, \ldots$ and the $r-t h$ moment of $v(t)$ is equal to

$$
\begin{equation*}
\underset{m}{E}\left[[v(t)]^{r}\right\}=\sum_{j=1}^{r} \mathcal{S}_{r}^{j}(\lambda t)^{j} \tag{34}
\end{equation*}
$$

for $r=1,2, \ldots$ where ${\underset{S}{r}}_{j}^{j}(j=1,2, \ldots, r)$ are Stirling numbersof the second kind defined by

$$
\begin{equation*}
\sigma_{r}^{j}=\frac{1}{j!} \sum_{i=0}^{j}(-1)^{j-i}\binom{j}{i} i^{r} . \tag{35}
\end{equation*}
$$

We note that the process $\{v(t), 0 \leq t<\infty\}$ which we constructed in the proof of Theorem 1 is obviously a separable process. Conversely, if we suppose that $\{v(t), 0 \leq t<\infty\}$ is a separable, homogeneous Poisson process, then
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with probability l its sample functions are nondecreasing step functions which increase only by jump of magnitude 1 and which vanish at the origin.

Let $\{v(t), 0 \leq t<\infty\}$ be a separable Poisson process of density $\lambda$. Denote by $\rho(S)$ the sum of all positive jumps $v(t+0)-v(t-0)$ for $t \varepsilon S$, that is, $\rho(S)$ is the number of events occurring in the set $S$. In 1953 E. Marczewski [ 136 ] proved that if $S$ is a Borel subset of $[0, \infty$, then $\rho(S)$ is a random variable for which

$$
\begin{equation*}
\underset{\sim}{P}\{\rho(S)=k\}=e^{-\lambda_{\mu}(S)} \frac{\left[\lambda_{\mu}(S)\right]^{k}}{k!} \tag{36}
\end{equation*}
$$

if $k=0,1,2, \ldots$ and $\mu(S)$ is the Lebesgue measure of $S$. Furthermore, if $S_{1}, S_{2}, \ldots, S_{n}(n=2,3, \ldots)$ are disjoint Borel subsets of $[0, \infty)$, then $\rho\left(S_{1}\right), \rho\left(S_{2}\right), \ldots, \rho\left(S_{n}\right)$ are mutually independent randor variables.

Let $\{v(t), 0 \leq t<\infty\}$ be a point process for which $P\{v(0)=0\}=1$ and

$$
\begin{equation*}
\underset{m}{P}\{v(u+t)-v(u)=k\}=e^{-\lambda t} \frac{(\lambda t)^{k}}{k!} \tag{37}
\end{equation*}
$$

for $u \geqq 0, t \geqq 0$ and $k=0,1,2, \ldots$, and $\lambda$ is a positive constant. By our definition, $\{\nu(t), 0 \leqq t<\infty\}$ is a Poisson process if and only if condition (a) is satisfled for every $n=2,3, \ldots$. Actually when we deducea (37) we used condition (a) only in the particular case when $n=2$. We needed condition (a) for every $n=2,3, \ldots$ only in proving that (37) uniquely determines the probability measure $P\{A\}$ for all $A \varepsilon B$.
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The following problem arises naturally: Does there exist a point process $\{v(t), 0 \leqq t<\infty\}$ for which (37) holds and condition (a) is not satisfied. The answer is affirmative. L. Shepp (see J. R. Goldman [ $124 \mathrm{pp} .778-779]$ ) and P. A. P. Moran [145] constructed point processes $\{v(t), 0 \leqq t<\infty\}$ for which (37) holds but condition (a) is not satisfied.

Let us suppose more generally that $\{v(t), 0 \leq t<\infty\}$ is a point process and if $\rho(S)$ is defined as above, then (36) holds for a class $F$ of Borel subsets of $[0, \infty)$. How large should $F$ be in order that (36) imply condition (a). If $F$ is the class of intervals in $[0, \infty)$, then as we already mentioned condition (a) is not satisfied necessarily. A. Rényi [ 164$]$ proved that if $F$ is the class of the unions offinite number of disjoint finite intervals in $[0, \infty)$, then (36) implies condition (a). See also P. M. Lee [ 130].

Next we shall prove a few basic theorems for homogeneous Poisson processes. These theorems have many useful applications in the theory of stochastic processes.

Some results of S . O. Rice [396 pp. 299-301] make it plausible the validity of the following theorem. See also J. L. Doob [ $30 \mathrm{pp} .400 \mathrm{MO1}$, C. Ryll. Nardzewski [169] and the author [ 178 ].

Theorem 2. Let $\{v(t), 0 \leq t<\infty\}$ be a homogeneous Poisson process of density $\lambda$. Under the condition that in the interval ( $0, t$ ] exactly $n$. ( $n=1,2, \ldots$ ) events occur, the joint distribution of the occurrence times of these $n$ events agrees with the joint distribution of the coordinates arranged in increasing order of magnitude of $n$ random points distributed independently and uniformly in the interval $(0, t]$.

Proof. The proof of this theorem is based on the following simple remarks.

Suppose that $n$ random points are distributed in the interval ( $0, t$ ]. Denote by $\tau_{1}, \tau_{2}, \ldots, \tau_{n}$ their coordinates arranged in increasing order of magnitude. Divide the interval ( $0, t$ ] into $r$ subintervals by partition points $0=t_{0}<t_{1}<\ldots<t_{r}=t$ and let $\left(n_{1}, n_{2}, \ldots, n_{r}\right)$ be a partition of $n$ into nonnegative integers, that is, $n_{1}+n_{2}+\ldots+n_{r}=n$. Denote by $P_{n_{1}}, n_{2}, \ldots, n_{r}\left(t_{1}, t_{2}, \ldots, t_{r}\right)$ the probability that the interval $\left(t_{i-1}, t_{i}\right]$ contains exactly $n_{i}$ points for $i=1,2, \ldots, r$.

If we know the joint distribution function of the random variables $\tau_{1}, \tau_{2}, \ldots, \tau_{r_{1}}$, then the probabilities $P_{n_{1}}, n_{2}, \ldots, n_{r}\left(t_{1}, t_{2}, \ldots, t_{r}\right)$ are uniquely determined, and conversely if we know the probabilities $P_{n_{1}}, n_{2}, \ldots, n_{r}\left(t_{1}\right.$, $t_{2}, \ldots, t_{r}$ ) for all partitions of ( $\left.0, t\right]$ and $n$, then the joint distribution function of $\tau_{1}, \tau_{2}, \ldots, \tau_{n}$ is uniquely determined by these probabilities.

If we choose $n$ points independently of each other in the interval ( $0, t$ ] and if the random points have a uniform distribution over $(0, t]$, then
(38) $P_{n_{1}, n_{2}, \ldots, n_{r}}\left(t_{1}, t_{2}, \ldots, t_{r}\right)=\frac{n!}{n_{1}!n_{2}!\ldots n_{r}!}\left(\frac{t_{1}-t_{0}}{t}\right)^{n_{1}}\left(\frac{t_{2}-t_{1}}{t}\right)^{n_{2}} \ldots\left(\frac{t_{r}-t_{r-1}}{t}\right)^{n_{r}}$
for $0=t_{0}<t_{1}<\ldots<t_{r}$ and $n_{1}+n_{2}+\ldots+n_{r}=n$.

Conversely, if (38) holds for all partitions of ( $0, t$ ] and $n$, then the joint distribution function of $\tau_{1}, \tau_{2}, \ldots, \tau_{n}$ agrees with the joint distribution function of the coordinates arranged in increasing order of $n$ random points
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distributed independently and uniformly in the interval ( $0, t$ ].

Now to prove the theorem let $0=t_{0}<t_{1}<\ldots<t_{r}=t$ and $n_{1}+n_{2}+\ldots$ $+n_{r}=n$ where $r=1,2, \ldots$. Then we have

$$
\begin{align*}
& \underset{m}{P}\left[v\left(t_{i}\right)-v\left(t_{i-1}\right)=n_{i} \quad \text { for } i=1,2, \ldots, r \mid v(t)=n\right\}= \\
= & \frac{\left.\prod_{i=1}^{r} p\left\{v\left(t_{i}\right)-v\left(t_{j-1}\right)=n_{i}\right\} \quad \prod_{i=1}^{r} e^{-\lambda\left(t_{i}-t_{i-1}\right.}\right) \frac{\left[\lambda\left(t_{i}-t_{i-1}\right)\right]_{i}^{n_{i}}}{n_{i}!}}{m(v(t)=n\}}=  \tag{39}\\
= & \frac{e^{-\lambda t} \frac{(\lambda t)^{n}}{n!}}{n_{1}!n_{2}!\ldots n_{r}!}\left(\frac{t_{1}-t_{0}}{t}\right)^{n_{1}}
\end{align*}
$$

Accordingly, (38) holds for the distribution of the $n$ points in the Poisson process in ( $0, t]$ and therefore the theorem is true.

Theorem 3. Iet $\{v(t), 0 \leq t<\infty\}$ be a homogeneous Poisson process of density $\lambda$. Denote by $\tau_{1}, \tau_{2}, \ldots,{ }^{\tau_{n}}, \ldots$ the occurrence tines of the successive events occurring in the time interval $[0, \infty)$. Let $\theta_{k}=\tau_{k}-\tau_{k-1}$ for $k=1,2, \ldots$ where $\tau_{0}=0$. The random variables $\theta_{1}, \theta_{2}, \ldots, \theta_{k}, \ldots$ are mutually independent and identically distributed with distribution function

$$
\mathcal{P}^{P}\left\{\theta_{k} \leq x\right\}= \begin{cases}1-e^{-\lambda x} & \text { if } x \geqq 0  \tag{40}\\ 0 & \text { if } x<0\end{cases}
$$

Proof. We shall prove that

$$
\begin{equation*}
{\underset{m}{P}\left\{\theta_{1}>x_{l}, \theta_{2}>x_{2}, \ldots, \theta_{k}>x_{k}\right\}=e^{-\lambda\left(x_{1}+x_{2}+\ldots+x_{k}\right)}, ~}_{l} \tag{41}
\end{equation*}
$$

for $k=1,2, \ldots$ and $x_{1}>0, x_{2}>0, \ldots, x_{k}>0$.
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In what follows we shall make use of the inequalities

$$
\begin{equation*}
1-\frac{\lambda}{n}<\sum_{j=0}^{\infty} e^{-\frac{\lambda j}{n}} e^{-\frac{\lambda}{n}} \frac{\lambda}{n}<l \tag{42}
\end{equation*}
$$

which are valid for $n=1,2, \ldots$, and which follow from

$$
\begin{equation*}
\sum_{j=1}^{\infty} e^{-\frac{\lambda j}{n}} \frac{\lambda}{n}<\lambda \int_{0}^{\infty} e^{-\lambda x} d x<\sum_{j=0}^{\infty} e^{-\frac{\lambda j}{n}} \frac{\lambda}{n} \tag{43}
\end{equation*}
$$

If $n$ is sufficiently large then we have the inequalities
(44) $e^{-\lambda\left(x_{1}+\ldots+x_{k}\right)}\left(1-\frac{\lambda}{n}\right)^{k-1}<P_{n}\left\{\theta_{1}>x_{1}, \ldots, \theta_{k}>x_{k}\right\}<e^{-\lambda\left(x_{1}+\ldots+x_{k}\right)} e^{\frac{2 \lambda(k-1)}{n}}$.

To prove the first inequality let us place consecutive intervals of lengths $\mathrm{x}_{1}$, $j_{1} / n, 1 / n, x_{2}, j_{2} / n, 1 / n, \ldots, x_{k-1}, j_{k-1} / n, 1 / n, x_{k}$ on the interval $[0, \infty)$ starting at the origin. If for some $j_{1}=0,1,2, \ldots, j_{2}=0,1,2, \ldots, j_{k-1}=0,1,2, \ldots$ one event occurs in each of the $k-1$ intervals of length $1 / n$ and no event occurs in the remaining intervals, then this event implies that $\left\{\theta_{1}>x_{1}, \theta_{2}>x_{2}, \ldots\right.$, $\left.\theta_{k}>x_{k}\right\}$. If we calculate the appropriate probabilities and use (42), then we cbtain that the first inequality in (44) is valid for $n \geqq \lambda$.

To prove the second inequality in (44) J.et us place consecutive intervals of lengths $x_{1}, j_{1} / n, I / n, x_{2}-2 / n, j_{2} / n, 1 / n, \ldots, x_{k-1}-2 / n, j_{k-1} / n, 1 / n, x_{k}-2 / n$, where $n=2 / x_{i}$ for $i=1,2, \ldots, n$, on the interval $[0, \infty)$ starting at the origin. If $\left\{\theta_{1}>x_{1}, \theta_{2}>x_{2}, \ldots, \theta_{k}>x_{k}\right\}$, then this event implies that for some $j_{1}=0,1,2, \ldots, j_{2}=0,1,2, \ldots, j_{k-1}=0,1,2, \ldots$ no event occurs in any of the intervals of lengths $x_{1}, x_{2}-2 / n, \ldots, x_{k}-2 / n$. By calculating the probability of this event, we obtain that the second inequality in (44) is
valid for $n \geq 2 / x_{i} \quad(i=1,2, \ldots, n)$.
If we let $n \rightarrow \infty$ in (44), then we obtain (41). From (41) it follows that $\theta_{1}, \theta_{2}, \ldots, \theta_{k}$ are mutually independent random variables for $k=2,3, \ldots$ and each variable has the distribution function (40). If every $x_{i}+0$ ( $i=1,2, \ldots, k$ ) in (41) except $x_{j}$, and $x_{j}=x>0$, then we obtain that

$$
\begin{equation*}
\underset{\sim}{P}\left\{\theta_{j}>x\right\}=e^{-\lambda x} \tag{45}
\end{equation*}
$$

for $j=1,2, \ldots, k$ and $x>0$. Thus by (41) and (45) we obtain that

$$
\begin{equation*}
P\left\{\theta_{1}>x_{1}, \theta_{2}>x_{2}, \ldots, \theta_{k}>x_{k}\right\}=P\left\{\theta_{1}>x_{1}\right\} P\left\{\theta_{2}>x_{2}\right\} \ldots P\left\{\theta_{k}>x_{k}\right\} \tag{46}
\end{equation*}
$$

for $k=1,2, \ldots$ and $x_{1}>0, x_{2}>0, \ldots, x_{k}>0$. By (45) and (4.6) we can conclude that the theorem is true.

Theorem 3 makes it possible to define a homogeneous Poisson process in a constructive way, Let us suppose that $\theta_{1}, \theta_{2}, \ldots, \theta_{k}, \ldots$ is a sequence of mutually independent and identically distributed random variables with distribution function

$$
F(x)=\left\{\begin{array}{cc}
1-e^{-\lambda x} & \text { for } x \geq 0,  \tag{47}\\
0 & \text { for } x<0,
\end{array}\right.
$$

where $\lambda$ is a positive constant.

Define $\tau_{0}=0$ and $\tau_{k}=\theta_{1}+\theta_{2}+\ldots+\theta_{k}$ for $k=1,2, \ldots$. For every $t \geqq 0$ let $v(t)$ be a random variable which takes on only nonnegative integers and satisfies the relation

$$
\begin{equation*}
\{v(t) \geqq k\}=\{\tau k \leqq c\} \tag{48}
\end{equation*}
$$

for all $t \geqq 0$ and $k=0,1,2, \ldots$.

By this definition the family of random variables $\{\nu(t), 0 \leq t<\infty\}$ forms a Poisson process of density $\lambda$. This fact can easily be proved by using the following characteristic property of the exponential distribution function. If $\theta$ is a random variable for which $\underset{m}{P}\{\theta \leqq x\}=F(x)$ is given by (47), then for any $u \geqq 0$ and $x \geqq 0$ we have
(49) $\quad \underset{m}{P}\{\theta \leqq u+x \mid \theta>u\}=\frac{P\{u<\theta \leq u+x\}}{P\{\theta>u\}}=\frac{F(u+x)-F(u)}{1-F(u)}=F(x)$, that is, the conditional probability (49) does not depend on $u$.

The possibility of the above constructive definition of the Poisson process was essentially observed in 1911 by H. Bateman [ 97 ].

The next two theorems deal with the superposition and decomposition of Poisson processes.

Theorem 4. Let $\left\{v_{i}(t), 0 \leqq t<\infty\right\}(i=1,2, \ldots, r)$ be mutually independent Poisson processes with densities $\lambda_{i}(i=1,2, \ldots, r)$. Let $v(t)=v_{1}(t)+v_{2}(t)+\ldots+v_{r}(t)$ for $t \geqq 0$. Then $\{v(t), 0 \leq t<\infty\}$ is a Poisson process of density $\lambda=\lambda_{1}+\lambda_{2}+\ldots+\lambda_{r}$.

Proof. Obviously the point process $\{\nu(t), 0 \leqq t<\infty\}$ satisfies conditions (a) and (b). Since
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(50)
for $k=0,1,2, \ldots$ and $t \geqq 0$, therefore we can conclude that $\{v(t)$, $0 \leqq t<\infty\}$. is a Poisson process of density $\lambda$.

Theorem 5. Let $\{v(t), 0 \leqq t<\infty\}$ be a Poisson process of density $\lambda$. Independently of each other let us mark each event in the process by one of the numbers $1,2, \ldots, r$. Let $p_{i}(i=1,2, \ldots, r)$ be the probability that an event is marked by $i$ where $p_{i} \geqq 0$ and $p_{1}+p_{2}+\ldots+p_{r}=1$. Denote by $v_{i}(t)(i=1,2, \ldots, r)$ the number of events marked by $i$ and occurring in the interval $(0, t]$. Then $\left\{v_{i}(t), 0 \leqq t<\infty\right\}$ is a Poisson process of density $\lambda_{i}=\lambda p_{i}$ and the processes $\left\{\nu_{i}(t), 0 \leqq t<\infty\right\}(i=1,2, \ldots, r)$ are mutually independent.

Proof. Obviously each point process $\left\{v_{i}(t), 0 \leq t<\infty\right\}$ satisfies conditions (a) and (b) and by Theorem 2 we obtain that

$$
\underset{m}{P}\left\{v_{i}(t)=k\right\}=\sum_{n=k}^{\infty} \underset{\sim}{P}\{v(t)=n\}\binom{n}{k} p_{i}^{k}\left(1-p_{j}\right)^{n-k}=
$$

$$
\begin{equation*}
=\frac{e^{-\lambda t}}{k!} \sum_{n=k}^{\infty} \frac{\left(\lambda p_{i}\right)^{k}\left(\lambda-\lambda p_{i}\right)^{n-k}}{(n-k)!}=e^{-\lambda_{i} t} \frac{\left(\lambda_{i} t\right)^{k}}{k!} \tag{51}
\end{equation*}
$$

for $k=0,1,2, \ldots$ and $t \geq 0$ : Consequently $\left\{v_{i}(t) ; 0 \leq t<\infty\right\}$ is a Poisson process of density $\lambda_{i}$ for each $i=1,2, \ldots, r$.
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If $0=t_{0}<t_{1}<\ldots<t_{n}$ where $n=2,3, \ldots$, then for $j=1,2, \ldots, n$ the $n$ sets of randorn variabies $\left\{v_{i}\left(t_{j}\right)-v_{i}\left(t_{j-1}\right)\right.$ for $\left.i=1,2, \ldots, r\right\}$ are clearly mutually independent. Furthemore, within each set, all the $r$ random variables are mutually independent because for $u \geq 0, t \geq 0$ and $k_{i}=0,1,2, \ldots \quad(i=1,2, \ldots, r)$ we have

$$
\underset{\sim}{P}\left\{v_{i}(u+t)-v_{i}(u)=k_{i} \text { for } i=1,2, \ldots, r\right\}=
$$

(52)

$$
\begin{aligned}
& \left.={\underset{R}{P}}_{P} v(u+t)-v(u)=k_{1}+k_{2}+\ldots+k_{r}\right\} \frac{\left(k_{1}+k_{2}+\ldots+k_{r}\right)!k_{1}}{k_{1}!k_{2}!\ldots k_{r}!p_{1} p_{2}^{k_{2}} \ldots p_{r}^{k_{r}}=} \\
& =\prod_{i=1}^{r} e^{-\lambda_{i} t\left(\lambda_{i} t\right)^{k_{i}}} \frac{k_{i}!}{k_{i}}=\prod_{i=1}^{r} P\left\{v_{i}(u+t)-v_{i}(u)=k_{i}\right\} .
\end{aligned}
$$

From the above facts it follows easily that the processes $\left\{\nu_{i}(t)\right.$, $0 \leqq t<\infty\} \quad(i=1,2, \ldots, r)$ are mutually independent.

The following simple combinatorial result for Poisson processes has many important applications.

Theorem 6. Let $\{v(t), 0 \leq t<\infty\}$ be a separable Poisson process of density $\lambda$, Then we have

$$
\begin{equation*}
\underset{m}{P}\{v(u) \leqq u \text { for } 0 \leqq u \leqq t \mid v(t)=k\}=\left[1-\frac{k}{t}\right]^{+} \tag{53}
\end{equation*}
$$

for $k=0,1,2, \ldots$ and $t>0$ where $[x]^{+}=\max (0, x)$.

Proof. Let us define $v_{i}=v(i)-v(i-1)$ for $i=1,2, \ldots$. Then $\left\{v_{i}\right\}$ are mutually independent and identically distributed random variables taking on
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nonnegative integers orly.

If $k>t$, then (53) is obviously 0 . If $k \leq t$, then we have
(54) $\underset{\sim}{P}\{v(u) \leqq u$ for $0 \leqq u \leqq t \mid v(t)=k\}=P\left\{v_{1}+\ldots+v_{r}<r\right.$ for $r=1,2, \ldots, k$ $\mid v(t)=k\}$.

By Lemma 20.2 we have

$$
\begin{equation*}
\underset{m}{P}\left\{v_{1}+\ldots+v_{r}<r \text { for } r=1,2, \ldots, k \mid v_{1}+\ldots+v_{k}=j\right\}=\left[1-\frac{j}{k}\right]^{+} \tag{55}
\end{equation*}
$$

for $j=0,1,2, \ldots$. Hence if $k \leqq t$, then

$$
\begin{equation*}
\underset{\sim}{P}\{v(u) \leqq u \text { for } 0 \leqq u \leqq t \mid v(t)=k\}=\sum_{j=0}^{k}\left(1-\frac{j}{k}\right) P\{v(k)=j \mid v(t)=k\} \tag{56}
\end{equation*}
$$

$$
=\sum_{j=0}^{k}\left(1-\frac{j}{k}\right)\binom{k}{j}\left(\frac{k}{t}\right)^{j}\left(1-\frac{k}{t}\right)^{k-j}=1-\frac{k}{t}
$$

This proves (53) for $0 \leq k \leqq t$ and $t>0$.

We note that

$$
\begin{equation*}
\mathcal{M}_{\sim}\{v(u) \leqq u \text { for } 0 \leqq u \leqq t\}=P\{v(t) \leqq t\}-\underset{\sim}{x}\{v(t) \leqq t-1\} \tag{57}
\end{equation*}
$$

for $t>0$. For by (53)

$$
\begin{equation*}
P\{v(u) \leqq u \text { for } 0 \leq u \leq t\}=\sum_{k=0}^{[t]}\left(1-\frac{k}{t}\right) P\{v(t)=k\} \tag{58}
\end{equation*}
$$

If we take into consideration that
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$$
\begin{equation*}
\underset{\sim}{P}\{v(t)=k\}=\frac{\lambda t}{k} \underset{\sim}{P}\{v(t)=k-1\} \tag{59}
\end{equation*}
$$

for $k=1,2, \ldots$, then (58) reduces to (5\%).

We can define more general Poisson processes than the homogeneous Poisson process discussed previously. In what follows we shall mention briefly nonhomogeneous and abstract Poisson processes.

First, let us consider nonhomogeneous Poisson processes. (see A. Rényi [161] and C. Ryll-Nardzewski [158].) We can prove that if $\{v(t)$, $0 \leq t<\infty\}$ is the most general point process which satisfies the conditions (a) and (c) and furthermore

$$
\begin{equation*}
P\{v(t)-v(t-0)=0\}=1 \tag{60}
\end{equation*}
$$

for all $t>0$, then there exists a continuous, nondecreasing function $h(t)$ $(0 \leqq t<\infty)$ with $\Lambda(0)=0$ such that

$$
\begin{equation*}
\underset{m}{P}\{v(t)-v(u)=k\}=e^{-[\Lambda(t)-\Lambda(u)]} \frac{[\Lambda(t)-\Lambda(u)]^{k}}{k!} \tag{61}
\end{equation*}
$$

for $0 \leqq u \leqq t$ and $k=0,1,2, \ldots$. Then $E\{\nu(t)\}=\Lambda(t)$ for $t \geqq 0$.

If $\{v(t), 0 \leq t<\infty\}$ is a point process which satisfies the condition (a) and (6I) with a function $\Lambda(t)(0 \leq t<\infty)$ specified above, then we say that $\{v(t), 0 \leqq t<\infty\}$ is a Poisson process for which $E\{v(t)\}=\Lambda(t)$ for $t \geq 0$. If $\Lambda(t)(0 \leq t<\infty)$ is absolutely continuous, that is, if it can be represented in the form
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$$
\begin{equation*}
\Lambda(t)=\int_{0}^{t} \lambda(u) d u \tag{62}
\end{equation*}
$$

for $t \geq 0$, where $\lambda(u)$ is a nonnegative and integrable function of $u$, then we say that $\{v(t), 0 \leq t<\infty\}$ is a Poisson process with density $\lambda$ ( $t$ ) for $t \geq 0$.

If $\Lambda(t)=\lambda t$ for $t \geqq 0$ where $\lambda$ is a positive constant, then $\{v(t), 0 \leqq t<\infty\}$ reduces to a homogeneous Poisson process of density $\lambda$. If $\Lambda(t)$ is not a linear function of $t$, then we say that $\{\nu(t)$, $0 \leq t<\infty\}$ is a nonhomogeneous Poisson process.

Most of the results proved for homogeneous Poisson processes can easily be extended to the general case which includes both homogeneous and nonhanogeneous Poisson processes.

Theoremi 7. Let $\{\nu(t), 0 \leq t<\infty\}$ be a general Poisson process for which $E\{v(t)\}=\Lambda(t)$ for $t \geqq 0$. Under the conditions that $\Lambda(t)>0$ and $v(t)=n \quad(n=1,2, \ldots)$ the joint distribution of the coordinates of the $n$ random points in $(0, t]$ is the same as the joint distribution of the coordinates arranged in increasing order of $n$ random points distributed independently of each other in the interval $(0, t]$ in such a way that for each point $\Lambda(x) / \Lambda(t)$ is the probability that it lies in the interval $(0, x]$ where $0 \leq x \leq t$.

Proof. If we replace the uniform distribution function by $\Lambda(x) / \Lambda(t)$ in the interval $\mathrm{x} \in(0, \mathrm{t}]$ ir the proof of Theorem 2, then we obtain Theorem 7. See also the author [178].

Theorem 3 has an essentially different form for nonhomogeneous Poisson processes. See J. Mycielski [ 147].

Theorem 8. Let $\left\{v_{i}(t), 0 \leq t<\infty\right\} \quad(i=1,2, \ldots, r)$ be independent general Poisson processes for which $E\left[\nu_{i}(t)\right\}=\Lambda_{i}(t)$ for $t \geqq 0$. Let $v(t)=v_{1}(t)+v_{2}(t)+\ldots+v_{r}(t)$ for $t \geq 0$ and $\Lambda(t)=\Lambda_{1}(t)+\Lambda_{2}(t)+\ldots$ $+\Lambda_{r}(t)$ for $t \geqq 0$. Then $\{v(t), 0 \leqq t<\infty\}$ is a general Poisson process for which $E\{v(t)\}=\Lambda(t)$ for $t \geq 0$.

Proof. The proof of Theorem 4 can easily be extended to cover this more general case.

Theorem 9. Let $\{u(t), 0 \leqq t<\infty\}$ be a general Poisson process for which $E\{v(t)\}=\Lambda(t)$ if $t \geq 0$. Independently of each other let us mark each event in the process by one of the numbers $1,2, \ldots, r$. Denote by $p_{j}(t)(i=1,2, \ldots, r)$ the probability that an event is marked by if if it occurs at time $t$. We suppose that $p_{i}(t) \geqq 0$ and $p_{1}(t)+p_{2}(t)+\ldots$ $+p_{r}(t)=I$ for $t \geqq 0$. Denote by $v_{i}(t)$ the number of events marked by $i$ and occurring in the interval $(0, t]$. Then $\left\{\nu_{i}(t), 0 \leqq t<\infty\right\}$ ( $i=1,2, \ldots, r$ ) are independent Poisson processes for which

$$
\begin{equation*}
E\left\{v_{i}(t)\right\}=\Lambda_{i}(t)=\int_{0}^{t} p_{i}(u) d \Lambda(u) \tag{63}
\end{equation*}
$$

for $t \geq 0$ provided that the integral (E3) exists.

Proof. If instead of Theorem 2 we use Theorem 7 then the proof of this theorem follows on the same lines as the proof of Theorem 5. The only difference in the proofs is that $p_{i}$ in (51) and (52) should be replaced by $\Lambda_{i}(t) / \Lambda(t)$. In particular, now we have

$$
\begin{equation*}
\underset{\sim}{P}\left\{v_{i}(t)=k \mid v(t)=n\right\}=\left(\frac{n}{k}\right)\left[\frac{\Lambda_{i}(t)}{\Lambda(t)}\right]\left[1-\frac{\Lambda_{i}(t)}{\Lambda(t)}\right] \quad n-k \tag{64}
\end{equation*}
$$

for $0 \leqq k \leqq n$ and $n \geqq 1$. Thus it follows that

$$
\begin{equation*}
\underset{m}{P}\left\{v_{i}(t)=k\right\}=e^{-\Lambda_{i}(t)} \frac{\left[\Lambda_{i}(t)\right]^{k}}{k!} \tag{65}
\end{equation*}
$$

for $k=0,1,2, \ldots$ and $t \geq 0$.

Both homogerieous and nonhonogeneous Poisson processes can be defined for more general spaces than the real line. Instead of the real line we can consider Euclidean spaces, metric spaces or general abstract spaces. See A. Blanc-Lapierre and R. Fortet [100], and the author [179].

Let us consider a random point distribution in a metric space $X$. Denote by $F$ the class of Borel subsets of $X$. For each $S \& F$ denote by $\rho(S)$ the number of random points in the set $S$. Then $\{\rho(S), S \varepsilon F\}$ detemines a point process on $X$.

If $\mu(S)$ is a measure, that is, a nonnegative and $\sigma$-additive set function, defined on $F$, then there exists a point process $\{p(S), S \varepsilon F\}$ such that if $S \in F$ and $\mu(S)<\infty$, then $\rho(S)$ is a random variable with distribution
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$$
\begin{equation*}
\underset{\sim}{P}\{\rho(S)=k\}=e^{-\mu(S)} \frac{[\mu(S)]^{k}}{k!} \tag{66}
\end{equation*}
$$

where $k=0,1,2 .,,$, , and for any $n(n=2,3, \ldots)$ disjoint sets $S_{1}, S_{2}, \ldots, S_{n}$ having finite measures and belonging to $F$, the random variables $\rho\left(S_{1}\right), \rho\left(S_{2}\right), \ldots$, $\rho\left(S_{n}\right)$ are independent. We say that $\{\rho(S), S \varepsilon F\}$ is a Poisson point peocess on $X$. This process is completely characterized by the set function $\underset{\sim}{E}\{\rho(S)\}=\mu(S)$ defined for $S \varepsilon F$.

Theorems 2, 4, 5 or Theorems 7, 8, 9 have natural analogues also for the stochastic process $\{\rho(S), S \in F\}$.

Our next subject is the definition of compound Poisson processes. Before defining the notion of a general compound Poisson process we shall consider a simple but important particular case which can be obtained from the definition of a Poisson process by removing condition (c). The definition of this particular compound Poisson process is based on the following result.

Theorem 10. If $v(t)$ denotes the number of everits occurring in the time interval $(0, t]$ in a random point process and if $\{u(t), 0 \leq t<\infty\}$ satisfies (a) and (b), then there exist nonnegative constants $\lambda_{1}, \lambda_{2}, \ldots$, and $\lambda$ such that $\lambda_{1}+\lambda_{2}+\ldots=\lambda$ and

$$
\begin{equation*}
\underset{\sim}{P}(v(u+t)-v(u)=k\}=e^{-\lambda t} j_{j_{1}+2 j_{2}+\ldots+k j_{k}}=\frac{\left(\lambda_{1} t\right)^{j_{l}}\left(\lambda_{2} t\right)^{j_{2}} \cdots\left(\lambda_{k} t\right)^{j_{k}}}{j_{1}!j_{2}!\cdots j_{k}!} \tag{67}
\end{equation*}
$$

for $u \geq 0, t \geq 0$ and $k=0,1,2, \ldots$ where the summation is extended to
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all those $k_{i}=0,1,2, \ldots$ for which $j_{1}+2 j_{2}+\ldots+k j_{k}=k$.

Proof. This theorem is a direct generalization of Theorem 1 and in the proof we shall use the same notation as in the proof of: Theorem 1. We can easily sea that indeed there exists a probability space $(\Omega, B, P)$ and family of random variables $\{v(t), 0 \leq t<\infty\}$ for which conditions (a) and (b) and (67) are satisfied.

Now we shall prove that if

$$
\begin{equation*}
P\{v(t)=k\}=P_{k}(t), \tag{68}
\end{equation*}
$$

then

$$
\begin{equation*}
P_{k}(t)=e^{-\lambda t} j_{1}+2 j_{2}+\ldots+k j_{k}=k \frac{\left(\lambda_{1} t\right)^{j_{1}}\left(\lambda_{2} t\right)^{j_{2}} \ldots\left(\lambda_{k} t\right)^{j_{k}}}{j_{1}!j_{2}!\cdots j_{k}!} \tag{69}
\end{equation*}
$$

for $t \geqq 0$ and $k=0,1,2, \ldots$ where $\lambda_{1}, \lambda_{2}, \ldots$, and $\lambda$ are nonnegative constants and $\lambda_{1}+\lambda_{2}+\ldots=\lambda$.

As we have seen in the proof of Theorem 1 the probabilities $\left\{\mathrm{P}_{\mathrm{k}}(t)\right\}$ satisfy the following equation

$$
\begin{equation*}
P_{k}(t+u)=\sum_{j=0}^{k} P_{k-j}(t) P_{j}(u) \tag{70}
\end{equation*}
$$

for $t \geq 0, u \geq 0$ and $k=0,1, \ldots$.

From (70) it follows that either $P_{0}(t)=1$ for all $t \geq 0$, or $P_{0}(t)=0$ for all $t>0$, or

$$
\begin{equation*}
P_{0}(t)=e^{-\lambda t} \tag{7i}
\end{equation*}
$$
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for $t \geq 0$ where $\lambda$ is a finite positive number.

If $P_{0}(t)=1$ for all $t \geqslant 0$, then by (70) $P_{k}(t)=0$ for: all $t \geq 0$ and $k=1,2, \ldots$. This corresponds to (67) with $\lambda=0$.

If $P_{0}(t)=0$ for all $t \geq 0$, then by (70) $P_{k}(t)=0$ for all. $t \geq 0$ and $k=1,2, \ldots$. This case is meaningless and should be excluded. This comesponds to (67) with $\lambda=\infty$.

It remains to prove (67) in the case where $P_{0}(t)$ is given by (71) with a finite positive $\lambda$.

Now we shall prove by mathematical induction that the probability $P_{k}(t)$ is given by (69) for $k=0,1,2, \ldots$ where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ are nonnegative constants for which $\lambda_{1}+\lambda_{2}+\ldots+\lambda_{k} \leqq \lambda$.

Let us suppose that (69) is true for $0,1, \ldots, k$ where $k \geq 1$. Then we have

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{1-P_{0}(t)}{t}=\lambda \tag{72}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{P_{i}(t)}{t}=\lambda_{i} \tag{73}
\end{equation*}
$$

for $i=1,2, \ldots, k$. Define
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$$
\begin{equation*}
f_{k+1}(t)=e^{\lambda t_{P_{k+1}}(t)-}{ }_{j_{1}+2 j_{2}+\ldots+k j_{k}=k+1} \frac{\left(\lambda_{1} t\right)^{j_{1}}\left(\lambda_{2} t\right)^{j_{2}} \cdots\left(\lambda_{k} t\right)^{j_{k}}}{j_{1}!j_{2}!\cdots j_{k}!} \tag{74}
\end{equation*}
$$

for $k=0,1, \ldots$. Then by (70) we obtain that

$$
\begin{equation*}
f_{k+1}(t+u)=f_{k}(t)+f_{k}(u) \tag{75}
\end{equation*}
$$

for $t \geq 0$ and $u \geq 0$. Since $f_{k+1}(t)$ is bounded in the interval $[0,1]$, it follows that

$$
\begin{equation*}
f_{k+1}(t)=\lambda_{k+1} t \tag{76}
\end{equation*}
$$

for $t \geq 0$ where

$$
\begin{equation*}
\lambda_{k+1}=\lim _{t \rightarrow 0} \frac{F_{k+1}(t)}{t} \tag{77}
\end{equation*}
$$

The constant $\lambda_{k+1}$ is nonnegative, and since $P_{1}(t)+\ldots+P_{k+1}(t) \leqq I-P_{0}(t)$, it follows that $\lambda_{I}+\ldots+\lambda_{k+1} \leqq \lambda$.

Since (69) is true for $k=0$, it follows by mathematical induction that (69) is true for every $k=0,1,2, \ldots$ and

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{P_{k}(t)}{t}=\lambda_{k} \tag{78}
\end{equation*}
$$

for $k=3.2, \ldots$. If we divide the equation

$$
\begin{equation*}
\sum_{k=1}^{\infty} P_{k}(t)=1-P_{0}(t) \tag{79}
\end{equation*}
$$

by $t$ and let $t \rightarrow 0$, then we obtain that
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$$
\begin{equation*}
\sum_{k=1}^{\infty} \lambda_{k} \leqq \lambda . \tag{80}
\end{equation*}
$$

Since (79) holds for all $t \geq 0$, therefore in (80) we have equality. This completes the proof of the theorem.

We note that if $\lambda_{I}=\lambda$, then necessarily $\lambda_{k}=0$ for $k>1$, and in this case Theorem 10 reduces to Theorem 1 .

We say that a family of real random variables $\{v(t), 0 \leq t<\alpha\}$ forms a homogeneous compound Poisson point process if $\underset{\sim}{P}\{\nu(0)=0\}=1$, for any $0 \leqq t_{0} \leqq t_{1} \leqq \cdots \leqq t_{n}(n=2,3, \ldots)$ the random variables $v\left(t_{1}\right)-v\left(t_{0}\right)$, $v\left(t_{2}\right)-v\left(t_{1}\right), \ldots, v\left(t_{n}\right)-v\left(t_{n-1}\right)$ are mutually independent and $\underset{\sim}{P}\{v(u+t)-v(u)=$ $k\}=P_{k}(t)_{n}^{i s}$ given by (67) for $u \geq 0, t \geq 0$ and $k=0,1,2, \ldots$ where $\lambda_{1}, \lambda_{2}, \ldots$ are nonnegative constants, and $\lambda=\lambda_{1}+\lambda_{2}+\ldots$ is a finite positive constant.

In the case of Poisson processes we assumed that in any finite interval events occur singly with probability one. In the case of compound Poisson -es process ${ }_{n}$ we allow the occurrence of multiple events too.

For the definition of compound Poisson point process $\wedge^{\text {- es }}$ wefer to M. Fujiwara [121], J. M. Whittaker [183], and L. Jánossy, A. Rényi and J. Aczél [ 126].

We nots that if

$$
\begin{equation*}
v(t)=\sum_{r=1}^{\infty} r v_{r}(t) \tag{81}
\end{equation*}
$$
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for $t \geqq 0$ where $\left\{\nu_{r}(t), 0 \leqq t<\infty\right\}(r=1,2, \ldots)$ are mutually independent Poisson processes with densities $\lambda_{r}(r=1,2, \ldots)$ where $\lambda_{r}(r=1,2, \ldots)$ are nonnegative constants with sum $\lambda_{1}+\lambda_{2}+\ldots=\lambda$ where $\lambda$ is a finite positive number, then $\{v(t), 0 \leq t<\infty\}$ is a homogeneous compound Poisson point process for which (67) holds.

The converse of the above statement is also true. This is the content of the next theorem.

Theorem 11. If $\{v(t), 0 \leq t<\infty\}$ is a homogeneous cormound Poisson point process for which (67) holds with a finite positive $\lambda$ and $v_{r}(t)$ denotes the number of jumps of magnitude $r$ occurring in the interval $(0, t]$ in the process $\{v(t), 0 \leq t<\infty\}$, ther $\left\{\nu_{r}(t), 0 \leqq t<\infty\right\}$ ( $r=1,2, \ldots$ ) are mutually independent Poisson processes with densities $\lambda_{r}(r=1,2, \ldots)$.

Procf. If $0=t_{0}<t_{1}<\ldots<t_{n}$ where $n=2,3, \ldots$, then for $j=1,2, \ldots, n$ the $n$ sets of random variables $\left\{\nu_{r}\left(t_{j}\right)-v_{r}\left(t_{j-1}\right)\right.$ for $r=1,2, \ldots\}$ are clearly mutually independent. Furthermore, within each set all the random variables are mutually independent because for $u \geqq 0$, $t \geqq 0, k_{r}=0,1,2, \ldots \quad(r=1,2, \ldots)$ and $m=1,2, \ldots$ we have
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$$
\begin{align*}
& P\left\{v_{r}(u+t)-v_{r}(u)=k_{r} \text { for } r=1,2, \ldots, m\right\}= \\
= & \lim _{n \rightarrow \infty} \frac{n!}{k_{l}!k_{2}!\ldots k_{m}!\left(n-k_{1} \cdots \cdots-k_{m}\right)!}\left[P_{I}\left(\frac{t}{n}\right)\right]^{k_{1}}\left[P_{2}\left(\frac{t}{n}\right)\right]^{k_{2}} \ldots  \tag{82}\\
\ldots & {\left[P_{m}\left(\frac{t}{n}\right)\right]^{k_{m}}\left[1-P_{1}\left(\frac{t}{n}\right) \cdots-P_{m}\left(\frac{t}{n}\right)\right]^{n-k_{1}-\ldots-k_{m}}=} \\
= & e^{-\left(\lambda_{1}+\ldots+\lambda_{m}\right) t \frac{\left(\lambda_{I} t\right)^{k_{1}} \ldots\left(\lambda_{m} t\right)^{k}}{k_{m}!\ldots k_{m}!}}
\end{align*}
$$

From the above facts it follows easily that the processes $\left\{v_{r}(t), 0 \leqq t<\infty\right\}$ ( $r=1,2, \ldots$ ) are mutually independent Poisson processes with densities
 Poisson point processes.

Similarly to the Pojsson processes we can define more general compound Poisson point processes than the homogeneous compound Poisson point process discussed previously. Thus we can define nonhomogeneous and abstract compound Poisson point processes.

The notion of a compound Poisson point process leads in a natural way to the definition of a general compound Poisson process.

Definition 2. Let $\{v(t), 0 \leq t<\infty\}$ be a Poisson process of density $\lambda$.
Iet $x_{1}, x_{2}, \ldots, x_{i}, \ldots$ be mutually independent and identically distributed
real random variables which are independent of the process $\{\nu(t), 0 \leq t \leq \infty\}$.
Let us define
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$$
\begin{equation*}
x(t)=\sum_{1 \leq i \leq v(t)} x_{i} \tag{83}
\end{equation*}
$$

for $t \geqq 0$. We say that $\{x(t), 0 \leqq t<\infty\}$ is a homogeneous compound Poisson process.

If, in particular, $P\left\{X_{1}=1\right\}=1$, then the above definition reduces to the definition of a homogeneous Poisson process, and if $\underset{m}{P}\left\{\chi_{i}=r\right\}=\lambda_{r} / \lambda$ $(r=1,2, \ldots)$. where $\lambda_{1}+\lambda_{2}+\ldots=\lambda$ is a finite positive number, then the above definition reduces to the definition of a homogeneous compound Poisson point process.

A homogeneous compound Poisson process $\{x(t), 0 \leq t<\infty\}$ satisfies the following properties:
(i) Homogenity. The probability $\underset{\sim}{P}\{x(u+t)-x(u) \leqq x\}$ where $u \geq 0$, $t \geq 0$ dœes not depend on $u$.
(ii) Independent increments. For any $0 \leqq t_{0}<t_{1}<\ldots<t_{n}$ where $n=2,3, \ldots$, the random variables $x\left(t_{j}\right)-x\left(t_{j-1}\right)$ for $j=1,2, \ldots, n$ are mutually independent.
(iii) Finite jump density. With probability one the limits $x$ (u+0) and $x(u-0)$ exist for all $u \geqq 0$. If $v^{*}(t)$ denotes the number of points $u$ in the interval $(0, t]$ for which $x(u+0)-x(u-0) \neq 0$, then with probability one $v^{*}(t)$ is a finite random variable for every $t \geqq 0$ and

$$
\begin{equation*}
E\left\{v^{*}(t)\right\}=\lambda t\left[\operatorname{I-P}\left\{x_{1}=0\right\}\right]<\infty . \tag{84}
\end{equation*}
$$

(iv) We have $\underset{m}{ }\{X(0)=0\}=1$.

Conversely, if we suppose that $\{x(t)=0 \leqq t<\infty\}$ is a separable real stochastic process which satisfies conditions (i), (ii) and (iv), then with probability one the limits $x(u+0)$ and $x(u-0)$ exist for all $u \geq 0$. Let us define $v^{*}(t)$ for $t \geq 0$ as above. If in addition $v^{*}(t)$ is a finite random variable for which $E\left\{\nu^{*}(t)\right\}<\infty$, then $\{x(t), 0 \leqq t<\infty\}$ is a homogeneous compound Poisson process.

We note that if $\{x(t), 0 \leq t<\infty\}$ is a separable compound Poisson process and $v^{*}(t, A)$ denotes the number of points $u$ in the interval ( $0, t]$ for which $x(u+0)-x(u-0) \in A$ where $A$ is a linear Borel set, then $\left\{v^{*}(t, \Lambda), 0 \leqq t<\infty\right\}$ is a Poisson process. If $x(t)$ is defined by (83), then $E\{v(t, A)\}=\lambda \underset{\sim}{m}\left\{\chi_{i} \in A\right\}$. If $A_{1}, A_{2}, \ldots, A_{r}$ are disjoint linear Borel sets, then $\left\{v^{*}\left(t, A_{i}\right), 0 \leqq t<\infty\right\}(i=1,2, \ldots, r)$ are mutually independent Poisson processes. These results can be deduced as particulan cases of more general results of I. I. Gikhman and A. V. Skorokhod [ 44 pp. 255--282].

## Let

$$
\begin{equation*}
\underset{\sim}{P}\left\{x_{i} \leq x\right\}=H(x) \tag{85}
\end{equation*}
$$

and denote by $H_{n}(x) \quad(n=1,2, \ldots)$ the $n$-th iterated convolution of $H(x)$ with itself. Let $H_{0}(x)=1$ for $x \geqq 0$ and $H_{0}(x)=0$ for $x<0$.

From (8 3 it follows that
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$$
\begin{equation*}
\underset{m}{F}\{x(t) \leqq x\}=\sum_{n=0}^{\infty} e^{-\lambda t} \frac{(\lambda t)^{n}}{n!} H_{n}(x) \tag{86}
\end{equation*}
$$

for $t \geq 0$ and all $x$.

Let

$$
\begin{equation*}
\psi(s)=\int_{-\infty}^{\infty} e^{-s x} \dot{d H}(x) \tag{87}
\end{equation*}
$$

for $\operatorname{Re}(s)=0$. Then

$$
\begin{equation*}
E\left\{e^{-s x(t)}\right\}=e^{-\lambda t[I-\Psi(s)]} \tag{88}
\end{equation*}
$$

for $t \geq 0$ and $\operatorname{Re}(s)=0$.

Compound Poisson processes were encountered as early as in 1903 by F. Lundberg [ 134 ], in 1929 by B. De Finetti [413] and in 1933 by A. Ya. Khintchine [128].

Nonhomogeneous and abstract compound Poisson processes can also be introduced in a natural way.
this
We shall close, section by mentioning two useful theorems for homogerieous compound Poisson processes.

Theorem 12. Let $\{x(t), 0 \leqq t<\infty\}$ be a compound Poisson process defined by (83). If $\underset{\sim}{E}\left\{x_{i}\right\}=a$ exists and in $\underset{\sim}{\operatorname{Var}\left\{x_{i}\right\}=\sigma^{2} \text { is a inite }}$ positive number, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{x(t)-\lambda a t}{\sqrt{\lambda\left(a^{2}+\sigma^{2}\right) t}} \leq x\right\}=\Phi(x) \tag{89}
\end{equation*}
$$
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where $\Phi(x)$ is the nomal distribution function.

Proof. Let
(90)

$$
x^{*}(t)=\frac{x(t)-\lambda a t}{\sqrt{\lambda\left(a^{2}+\sigma^{2}\right) t}}
$$

for $t>0$. If we take into consideration that $\psi(s)=1-s a+s^{2}\left(a^{2}+\sigma^{2}\right) / 2+o(s)$ as $s \rightarrow 0$, then by (88) we get that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} E\left\{e^{-s x^{*}(t)}\right\}=e^{s^{2} / 2} \tag{91}
\end{equation*}
$$

for $\operatorname{Re}(s)=0$. Hence (89) follows by Theorem 41.9 .

We can also use Theoren 45.2 in proving (89).

If $H(x)$ belongs to the domain of attraction of a nondegenerate stable distribution function, then by suitable normalization $x(t)$ also has a nondegenerate limiting distribution which can be found either by Theorem 45.2 or by using the same method which we used in proving Theorem 45.2.

The next theorem is concermed with a homogeneous compound Poisson process which has only nonnegative jumps with probability one.

We need the following auxiliary theorem.

Lemma 1. Let $x_{1}, x_{2}, \ldots, x_{n}$ be mutually independent nonnegative real random variables. Let ${ }^{\tau} 1, \tau_{2}, \ldots, \tau_{n}$ be the coordinates arranged in increasing order of magnitude of $n$ points distributed uniformly and independently of each other in the interval $(0, t]$. If $\left\{x_{i}\right\}$ and $\left\{\tau_{i}\right\}$ are also independent, then
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$$
\underset{m}{P}\left\{x_{1}+\ldots+x_{i} \leq \tau_{i} \text { for } i=1,2, \ldots, n \mid x_{1}+\ldots+x_{n}=y\right\}=\left\{\begin{array}{l}
1-\frac{y}{t} \text { for } 0 \leq y \leq t,  \tag{92}\\
0 \text { for } y>t,
\end{array}\right.
$$

where the conditional probability is defined up to an equivalence.

Proof. We prove (92) by mathematical induction. If $n=1$, then (92) is obviously true. Let us suppose that (92) is true for $n-1$ where $n=2,3, \ldots$. We shall prove that it is true for $n$ too. Thus it follows that (92) is true for every $n=1,2, \ldots$.

If $y>t$, then (92) is trivially true. Let $0 \leq y \leqq t$. If $\tau_{n}=u$ where $0 \leqq u \leqq t$, then under this condition the random variables $\tau_{1}, \tau_{2}, \ldots$, $\tau_{n-1}$. can be considered as the coordinates arranged in increasing order of n-I points distributed uniformly and independently of each other in the interval (0, u] . Now by assumption

$$
\underset{m}{P}\left\{x_{1}+\ldots+x_{i} \leqq \tau_{i} \text { for } i=1, \ldots, n \mid x_{I}+\ldots+x_{n-1}=z, x_{1}+\ldots+x_{n}=y, \tau_{n}=u\right\}
$$

(93)

$$
=\left\{\begin{array}{l}
1-\frac{z}{u} \text { for } 0 \leqq z \leqq u \text { and } y \leqq u \leqq t, \\
0 \text { otherwise } .
\end{array}\right.
$$

Since

$$
\begin{equation*}
E\left\{x_{1}+\ldots+x_{n-1} \mid x_{1}+\ldots+x_{n}=y\right\}=\frac{(n-1) y}{n}, \tag{94}
\end{equation*}
$$

therefore by (93) we obtain that
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$$
\begin{aligned}
& \underset{\sim}{P}\left\{x_{1}+\ldots+x_{j} \leq \tau_{i} \text { for } i=1, \ldots, n \mid x_{1}+\ldots+x_{n}=y, \tau_{n}=u\right\}= \\
& \quad=\left\{\begin{array}{l}
1-\frac{(n-1) y}{n u} \text { for } 0 \leq y \leq u \leq t, \\
\text { otherwise. }
\end{array}\right.
\end{aligned}
$$

Since

$$
\begin{equation*}
\underset{i n}{ }\left\{\tau_{n} \leqq u\right\}=\left(\frac{u}{t}\right)^{n} \text { for } 0 \leqq u \leqq t \tag{96}
\end{equation*}
$$

by (95) we get finally that

$$
P\left\{x_{1}+\ldots+x_{i} \leq \tau_{i} \text { for } i=1, \ldots, n \mid x_{1}+\ldots+x_{n}=y\right\}=
$$

$$
\begin{equation*}
=n \int_{0}^{t}\left(1-\frac{(n-1) y}{n u}\right)\left(\frac{u}{t}\right)^{n-1} \frac{d u}{t}=1-\frac{y}{t} \tag{97}
\end{equation*}
$$

for $0 \leqq y \leqq t$. Hence we can conclude that (92) is valid for all $n=1,2, \ldots$.

We note that Lenma 1 remains valid unchangeably if assume only that $x_{1}, x_{2}, \ldots, x_{n}$ are interchangeable nonnegative real random variables which are independent of $\left\{\tau_{i}\right\}$. For the proof see reference $[83]$.

Theorem 13. Let $\{x(t), 0 \leqq t<\infty\}$ be a separable homogeneous compound Poisson process which has only nonnegative jumps with probability one. Then we have
(98) $\quad P\{x(u) \leqq u$ for $0 \leqq u \leqq t \mid x(t)=y\}=\left\{\begin{array}{l}1-\frac{y}{t} \text { for } 0 \leq y \leq t, \\ 0 \text { otherwise, }\end{array}\right.$
where the conditional probability is defined up to ar equivalence.

Proof. Denote by $v(t)$ the number of jump occurring in the interval $(0, t]$ in the process $\{x(t), 0 \leqq t<\infty\}$. Then $\{v(t), 0 \leqq t<\infty\}$ is a Poisson process. Denote by $\tau_{1} ; \tau_{2}, \ldots, \tau_{n}, \ldots$ the times when an event occusain the Poisson process. If $n=1,2, \ldots$, then by Theoren 2 and by Lemma 1 we can write that

$$
\begin{align*}
& \underset{\sim}{P}\{x(u) \leq u \text { for } 0 \leq u \leq t \mid x(t)=y, v(t)=n\}= \\
= & \underset{\sim}{P}\left\{x_{1}+\ldots+x_{i} \leq \tau_{i} \text { for } i=1, \ldots, n \mid x(t)=y, v(t)=n\right\}= \tag{99}
\end{align*}
$$

$=\left\{\begin{array}{l}1-\frac{y}{t} \text { for } 0 \leqq y \leqq t, \\ 0 \text { otherwise . }\end{array}\right.$
If $\mathrm{n}=0$, then (99) is obvious. Since (99) does not depend on n , (98) follows immediately.

From (98) it follows that
(100) $\quad \underset{\sim}{P}\{X(u) \leqq u$ for $0 \leqq u \leqq t\}=E\left\{\left[I-\frac{X(t)}{t}\right]^{+}\right\}$
for $t>0$.
49. RECURRENT AND COMPOUND RECURRENT HROCESSES.

Theorem 48.3 made it possible to give a constructive definition of a homogeneous Poisson process. This definition is given after the proof of Theorem 48.3, and it suggests the following generalization.

Definition 1. Let us suppose that $\theta_{1}, \theta_{2}, \ldots, \theta_{k}, \ldots$ is a sequence of mutually independent and identically distributed positive random variabies with distribution function $P\left\{\theta_{k} \leq x\right\}=F(x)$. Define ${ }^{\tau_{0}}=0$ and $\tau_{k}=$ $\theta_{1}+\theta_{2}+\ldots+\theta_{k}$ for $k=1,2, \ldots$. For every $t \geq 0$ let $v(t)$ be a random variable which takes on only nonnegative integers and satisfies the relation

$$
\begin{equation*}
\{v(t) \geqq k\} \equiv\left\{\tau_{k} \leqq t\right\} \tag{1}
\end{equation*}
$$

for all $t \geq 0$ and $k=0,1,2, \ldots$. We say that $\{\nu(t), 0 \leq t<\infty\}$ is a recurrent stochastic process. That is if in the time interval $(0, \infty)$ eventsoccur at random, if $v(t)$ denotes the number of events occurring in the time interval ( $0, t]$, and if the time differences between successive events are mutually independent and identically distributed positive random variables; then we say that $\{v(t), 0 \leqq t<\infty\}$ is a recurrent process.

If, in particular,

$$
F(x)=\left\{\begin{array}{cc}
1-e^{-\lambda x} & \text { for } x \geq 0  \tag{2}\\
0 & \text { for } x<0
\end{array}\right.
$$

where $\lambda$ is a posiftive constant, in the previous definition, then $(v(t)$, $0 \leq t<\infty\}$ reduces to a homogeneous Poisson process with density $\lambda$.

Let us introduce the following notation

$$
\begin{equation*}
\phi(s)=\int_{0}^{\infty} e^{-s x} d F(x) \tag{3}
\end{equation*}
$$

for $\operatorname{Re}(\mathrm{s}) \geq 0$,

$$
\begin{equation*}
a=\int_{0}^{\infty} x d F^{\prime}(x) \tag{4}
\end{equation*}
$$

and if $a<\infty$, then let

$$
\begin{equation*}
\sigma^{2}=\int_{0}^{\infty}(x-a)^{2} d F(x) \tag{5}
\end{equation*}
$$

Denote by $F_{n}(x)$ the $n$-th iterated convolution of $F(x)$ with itself and let $F_{0}(x)=1$ for $x \geq 0$ and $F_{0}(x)=0$ for $x<0$,
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The distribution of $v(t)$ can be obtained by the following formula

$$
\begin{equation*}
\operatorname{Pr}_{n}\{v(t) \leqq n\}=I-F_{n+1}(t) \tag{6}
\end{equation*}
$$

for $t \geqq 0$ and $n=0,1,2, \ldots$. For we have

$$
\begin{equation*}
\underset{\sim}{P}\{v(t) \leqq n\}=P\left\{\tau_{n+1}>t\right\}=\underset{\sim}{P}\left\{\theta_{1}+\ldots+\theta_{n+1}>t\right\} \tag{7}
\end{equation*}
$$

for $t \geqq 0$ and $n=0,1,2, \ldots$.

The Laplace transform of $P\{v(t) \leq n\}$ is given by

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} \underset{\sim}{P}\{v(t) \leqq n\} d t=\frac{1-[\phi(s)]^{n+1}}{s} \tag{8}
\end{equation*}
$$

for $\operatorname{Re}(s)>0$. Knowing $\phi(s)$ we can obtain $\underset{m}{P}(\nu(t) \leqq n\}$ by inversion from (8).

Let

$$
\begin{equation*}
b_{r}(t)=E\left\{\binom{v(t)}{r}\right\} \tag{9}
\end{equation*}
$$

be the $r$-th binomial moment of $v(t)$ for $r=0,1,2, \ldots$.

The r-th binomial moment $b_{r}(t)(r=0,1,2, \ldots)$ is a nondecreasing function of $t$ and is finite for every $t$. We have $b_{0}(t) \equiv 1$ and

$$
\begin{equation*}
b_{r}(t)=\sum_{n=r}^{\infty}\binom{n-1}{r-1} F_{n}(t) \tag{10}
\end{equation*}
$$

for $r=1,2, \ldots$. For if $r=1,2, \ldots$, then
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$$
\begin{equation*}
b_{r}(t)=\sum_{n=r^{2}}^{\infty}\left({ }_{r}^{n}\right) p\{v(t)=n\}=\sum_{n=r}^{\infty}\binom{n-1}{r-1} p\{v(t) \geqslant n\} \tag{II}
\end{equation*}
$$

and (10) follows by (6).

If we take into consideration that for every $t>0$ there is an $s$ $(s=1,2, \ldots)$ such that $F_{s}(t)<1$ and further that $F_{s+n}(t) \leqq F_{s}(t) F_{n}(t)$ for all $n=0,1,2, \ldots$, then we obtain easily fron (10) that $b_{r}(t)<\infty$ for all $t \geq 0$. Furthermore, we can easiily see that for every $t \geqslant 0$ there exists a finite $C(t)$ such that

$$
\begin{equation*}
b_{r}(t) \leq[\rho(t)]^{r} \tag{12}
\end{equation*}
$$

for $r=0,1,2, \ldots$.

Since

$$
\begin{equation*}
\sum_{n=r}^{\infty}\binom{n-1}{r-1} z^{n}=\left(\frac{z}{1-z}\right)^{r} \tag{13}
\end{equation*}
$$

for $|z|<1$, therefore by (10) we obtain that

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} d b_{r}(t)=\left[\frac{\phi(s)}{1-\phi(s)}\right]^{r} \tag{14}
\end{equation*}
$$

for $\operatorname{Re}(s)>0$ and $r=1,2, \ldots$. If $r=0$, then (14) is trivially true. By (14) we can write also that

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} d b_{r}(t)=\left[\int_{0}^{\infty} e^{-s t} d n_{l}(t)\right]^{r} \tag{15}
\end{equation*}
$$

for $r=0,1,2, \ldots$.

From (15) we can draw an interesting conclusion. If $b_{1}(t)=E\{v(t)\}$ is known for all $t \equiv 0$, then by (15) $b_{r}(t)$ is uriquely determined for all $t \geqslant 0$ and $r=1,2, \ldots$. If $C(t)<1$ in (12), then we can write down that

$$
\begin{equation*}
\underset{\sim}{P}\{v(t)=k\}=\sum_{r=k}^{\infty}(-1)^{r-k}\left(\frac{r}{k}\right)_{r}(t) \tag{16}
\end{equation*}
$$

for $k=0,1,2, \ldots$. If $G(t)<\infty$, then $\underset{m}{P}\{\nu(t)=k\}$ can be obtained by a similar formula given in reference [ 84 ] . That is, in the case of a recurrent process, the function $b_{1}(t)=E\{v(t)\}$ completely determines the distribution of $v(t)$ for all $t \geqq 0$. This can also be seen by (8) and (14). If $r=1$ in (14), then we obtain that

$$
\begin{equation*}
\phi(s)=\frac{\int_{0}^{\infty} e^{-s t} d b_{1}(t)}{1+\int_{0}^{\infty} e^{-s t} d b_{1}(t)} \tag{17}
\end{equation*}
$$

for $\operatorname{Re}(s)>0$, and knowing $\phi(s)$ the distribution of $\nu(t)$ can be obtained by (8). There are many examples for recurrent processes where it is easier to determine $E\{v(t)\}$ than $F(x)$, and in this case the above observations are very useful.

Let

$$
\begin{equation*}
m_{r^{n}}(t)=E\left\{[v(t)]^{r}\right\} \tag{18}
\end{equation*}
$$

for $r=0,1,2, \ldots$, that is, $m_{r}(t)$ is the $r$-th noment of $v(t)$. We have
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$$
\begin{equation*}
m_{r}(t)=\sum_{j=0}^{r} \widehat{\sigma}_{r}^{j} j!b_{j}(t) \tag{19}
\end{equation*}
$$

for $r=0,1,2, \ldots$ where the numbers $\circlearrowleft_{r}^{j}(j=0,1, \ldots, r)$ are stiring numbers of the second kind. We have ${\underset{O}{0}}_{0}^{0}=1,{\underset{\sim}{r}}_{0}^{0}=0$ for $r=1,2, \ldots$, and

$$
\begin{equation*}
G_{r}^{j}=\frac{1}{j!} \sum_{i=0}^{j}(-1)^{j-i}\left({ }_{i}^{j}\right) j^{r} \tag{20}
\end{equation*}
$$

for $1 \leq j \leq r$. (See Ch. Jordan [ 49 pp. 168-173].) Formula (19) follows irmediately from the identity

$$
\begin{equation*}
x^{r}=\sum_{j=0}^{r} \mathcal{E}_{r}^{j} j!\binom{x}{j} \tag{21}
\end{equation*}
$$

which holds for $r=0,1,2, \ldots$ and for all $x$.

Let us introduce the notation

$$
\begin{equation*}
m(t)=E\{v(t)\}, \tag{22}
\end{equation*}
$$

that is $m(t)=m_{1}(t)=b_{1}(t)$ ard

$$
\begin{equation*}
d(t)=\operatorname{Var}\{v(t)\}, \tag{23}
\end{equation*}
$$

that is, $d(t)=m_{2}(t)-\left[m_{1}(t)\right]^{2}=2 b_{2}(t)+b_{1}(t)-\left[b_{1}(t)\right]^{2}$.

In what follows we are interested in studying the asymptotic distribution of $v(t)$ as $t \rightarrow \infty$ and the limiting behavior of $m(t)$ and $d(t)$ as $t \rightarrow \infty$.

If $F(x)$ belongs to the domain of attraction of a nondegenerate stable distribution function, then by suitable normalization ${ }^{T}{ }_{n}$ has a nondegenerate
limiting distribution as $n \rightarrow \infty$. In this case by (1) we can conclude that by suitable normalization $v(t)$ also has a nondegenerate limiting distribution as $t \rightarrow \infty$.

In finding the asymptotic distribution of $v(t)$ as $t \rightarrow \infty$ it will be convenient to extend the definition of $\tau_{n}(n=0,1,2, \ldots)$ to a continuous parameter in the following way

$$
\begin{equation*}
\tau_{u}=\tau_{n} \text { for } n-1<u \leqq n \quad(n=0,1,2, \ldots) . \tag{24}
\end{equation*}
$$

Then by Theorem 44.6 and Theorem 44.8 we can conclude that if $F(x)$ belongs to the domain of attraction of a stable distribution function $R(x)$ of type $S(\alpha, 1, c, 0)$ where $0<\alpha \nmid 2$ and $c>0$, then there exist two functions $A_{u}$ and $B_{u}>0$ where $\lim _{u \rightarrow \infty} B_{u}=\infty$ such that

$$
\begin{equation*}
\lim _{u \rightarrow \infty} P_{i}\left\{\frac{{ }^{\tau}-A_{u}}{B_{u}} \leqq x\right\}=R(x) \tag{25}
\end{equation*}
$$

By Problem 46. 12 we have

$$
\begin{equation*}
B_{u}=u^{1 / \alpha_{\rho}}(u) \tag{26}
\end{equation*}
$$

where $\lim _{u \rightarrow \infty} \frac{\rho(\omega u)}{\rho(u)}=1$ for every $\omega>0$.

If $a<\infty$ and $0<\sigma^{2}<\infty$, then by Theorem $44.6 \mathrm{~F}(x)$ belongs to the domain of attraction of the normal distribution function $\Phi(x)$, and (25) holds with $R(x)=\Phi(x) \quad(\alpha=2, c=1 / 2), A_{u}=$ au, and $B_{u}=\sigma \sqrt{u}$.
If
(27)

$$
\lim _{x \rightarrow \infty} \frac{x^{2} \int_{|u| \geq x} d F(u)}{|u|<x} u^{2} d F(u) \quad=0
$$

then by Theorem $44.6 \mathrm{~F}(\mathrm{x})$ belongs to the donain of attraction oi the normal distribution function $\Phi(x)$, and (25) holds with $R(x)=\Phi(x)(\alpha=2, c=1 / 2)$, $A_{u}=a u$, and if $\sigma^{2}=\infty$, then $B_{u}>0$ can be chosen in such a way that

$$
\begin{equation*}
\lim _{u \rightarrow \infty B_{u}} \frac{u}{|x|<\varepsilon E_{u}^{2}} \int^{2} d F(x)=1 \tag{28}
\end{equation*}
$$

for some $\varepsilon>0$.

If

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{1-F(x)}{1-F^{\prime}(\omega x)}=\omega^{\alpha} \tag{29}
\end{equation*}
$$

for every $\omega>0$ where $0<\alpha<2$, then $F(x)$ belongs to the domain of attraction of a stable distribution function $R(x)$ of type $S(\alpha, 1, c, 0)$ where $c>0$, and in (25) we can choose $B_{u}>0$ in such a way that

$$
\lim _{u \rightarrow \infty} u\left[I-F\left(B_{u} x\right)\right]= \begin{cases}\frac{2 c \Gamma(\alpha)}{\pi x^{\alpha}} \sin \frac{\alpha \pi}{2} & \text { for } \alpha \neq I,  \tag{30}\\ \frac{2 c}{\pi x} & \text { for } \alpha=1\end{cases}
$$

for $x>0$, and $A_{u}=0$ for $0<\alpha<1$, $A_{u}=a i$ for $1<\alpha<2$, and

$$
\begin{equation*}
A_{u}=u \int_{|x|<\tau B_{u}} x d F(x)-\frac{2 c B_{u}}{\pi}[\operatorname{Iog} \tau-(I-C)] \tag{31}
\end{equation*}
$$

for $\alpha=I$ where $\tau$ is an arbitrary positive number and $C=0.577215 \ldots$ is Euler's constant. We note that by Problern 46.12 we have

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \frac{A_{\omega u l}-\omega A_{u}}{B_{\omega u}}=\frac{2 c}{\pi} \log \omega \tag{32}
\end{equation*}
$$

if $\alpha=1$ for any $\omega>0$.

By using the above results we can find the asymptotic distribution of $v(t)$ as $t \rightarrow \infty$ in each case.

$$
\begin{equation*}
\{v(t) \geqq u\} \equiv\left\{\tau_{u} \leqq t\right\} \tag{33}
\end{equation*}
$$

for all $t \geqq 0$ and $u \geqq 0$.
Theorem 1. If $0<\sigma^{2}<\infty$, then we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{v(t)-\frac{t}{a}}{\sqrt{\frac{\sigma^{2} t}{a^{3}}}} \leq x\right\}=\Phi(x) \text {. } \tag{34}
\end{equation*}
$$

Proof. In this case by the central limit theorem we have

$$
\begin{equation*}
\lim _{u \rightarrow \infty} P_{i}\left\{\frac{\tau^{\tau}-a u}{\sigma \sqrt{u}} \leq x\right\}=\bar{\Phi}(x) \tag{35}
\end{equation*}
$$

for every $x$. If we write

$$
\begin{equation*}
t=a u+x o \sqrt{u}, \tag{36}
\end{equation*}
$$

then by (33) and (35) it follows that
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$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\{v(t) \geq u\}=\Phi(x) \tag{37}
\end{equation*}
$$

where $u$ can, determined by (36). For if $u \rightarrow \infty$, then $t \rightarrow \infty$ for any $x$. By (36) we can easily prove that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{u-\frac{t}{a}}{\frac{\sigma}{a} \sqrt{\frac{t}{a}}}=-x . \tag{38}
\end{equation*}
$$

Thus by (37) and (38) we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{v(t)-\frac{t}{a}}{\frac{\sigma}{a} \sqrt{\frac{t}{a}}} \geqq \cdot \cdot x\right\}=\Phi(x) \tag{39}
\end{equation*}
$$

for any $x$. Since $\Phi(-x)=1-\Phi(x)$, therefore (39) implies (34).

Theorem 2. If (29) holds with $0<\alpha<1$, ther
(40) $\quad \lim _{t \rightarrow \infty} P\{v(t)[1-F(t)] \leq x\}=1-R\left(\left[\frac{\operatorname{cor} \Gamma(\alpha)}{\pi x} \sin \frac{\alpha \pi}{2}\right]^{\frac{1}{\alpha}}\right)$
for $x>0$ where $R(x)$ is a stable distribution function of type $S(\alpha, 1,0,0)$.

Proof. In this case we have

$$
\begin{equation*}
\lim _{u \rightarrow \infty} P\left\{\frac{\tau_{u}}{B_{u}} \leqq x\right\}=R(x) \tag{41}
\end{equation*}
$$

where $R(x)=0$ for $x \leq 0$ and $B_{u}>0$ satisfies (30) for any $x>0$. If $x>0$ and jif we write

$$
\begin{equation*}
t=B_{u} x, \tag{42}
\end{equation*}
$$

then by (33) and (4I) it follows that
(43)

$$
\lim _{t \rightarrow \infty} P\{v(t) \geq u\}=R(x)
$$

for $x>0$ where $u$ can be detemined by (42). Now from (30) it foilows that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} u[1-F(t)]=\frac{2 c \Gamma(\alpha)}{\pi x^{\alpha}} \sin \frac{\alpha \pi}{2} \tag{44}
\end{equation*}
$$

Thus by (43) and (44) we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{v(t)[1-F(t)] \geq \frac{2 c \Gamma(\alpha)}{\pi x^{\alpha}} \sin \frac{\alpha \pi}{2}\right\}=R(x) \tag{45}
\end{equation*}
$$

for $\mathrm{x}>0$. Hence (40) follows immediately. In (40) the dependence on c is only apparent.

Note. If
(46)

$$
\lim _{x \rightarrow \infty} x^{\alpha}[I-F(x)]=q
$$

where $0 \leqslant \alpha<1$ and $q>0$, then Theorem 2 is applicable and by (40) we have
(47) $\quad \lim _{t \rightarrow \infty} P\left\{\frac{q v(t)}{t^{\alpha}} \leq x\right\}=1-R\left(\left[\frac{2 c \Gamma(\alpha)}{\pi x} \sin \frac{\alpha \pi}{2}\right]^{\frac{1}{\alpha}}\right)$
for $x>0$.

Theorem 3. If (29) holds with $1<\alpha<2$, then
(48)

$$
\lim _{t \rightarrow \omega^{\infty}}\left\{\frac{v(t)-\frac{t}{a}}{B_{t} a^{-(\alpha+1) / \alpha}} \leq x\right\}=1-R(-x)
$$

for every $x$ where $R(x)$ is a stable distribution function of type $S(\alpha, 1, c, 0)$ and $B_{t}>0$ can be obtajned by

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t\left[1-F\left(B_{t}\right)\right]=\frac{2 c \Gamma(\alpha)}{\pi} \sin \frac{\alpha i \pi}{2} \tag{49}
\end{equation*}
$$

Proof. In this case we have

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \underset{\infty}{ }\left\{\frac{\tau_{u}-a u}{B_{u}} \leqq x\right\}=R(x) \tag{50}
\end{equation*}
$$

for every $x$ where $B_{u}>0$ satisfies (30) for any $x>0$. If we write

$$
\begin{equation*}
t=a u+x B_{u}, \tag{51}
\end{equation*}
$$

then by (33) and (50) it follows that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\{v(t) \geq u\}=R(x) \tag{52}
\end{equation*}
$$

where $u$ can be determined by (51). For if $u \rightarrow \infty$, then $t \rightarrow \infty$ for any $x$. If we make use of the fact that $B_{u}$ has the form (25), then we can prove that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{u-\frac{t}{a}}{B_{t} a^{-(\alpha+1) / \alpha}}=-x \tag{53}
\end{equation*}
$$

Thus by (52) and (53) we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{v(t)-\frac{t}{a}}{B_{t} A^{-(\alpha+1) / \alpha}} \geq-x\right\}=R(x) \tag{54}
\end{equation*}
$$

for any $x$. Hence (48) follows. Again the dependence on $c$ is only apparent in (48).
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Note. If
(55)

$$
\lim _{x \rightarrow \infty} x^{\alpha}[i-F(x)]=q
$$

where $l<\alpha<2$ and $q>0$, then Theorem 3 is applicable and by (48) we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{v(t)-\frac{t}{a}}{B_{t} a^{-(1+\alpha) / \alpha}} \leq x\right\}=1-R(-x) \tag{56}
\end{equation*}
$$

where
(57)

$$
B_{t}=\left[\frac{q \pi t}{2 c \Gamma(\alpha) \sin \frac{\alpha \pi}{2}}\right]^{\frac{1}{\alpha}} .
$$

This follows from (30) and (55).

If (28) holds and $\sigma^{2}=\infty$, then in a similar way as (48) we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \underset{\sim}{P}\left\{\frac{v(t)-\frac{t}{a}}{B_{t}} a^{-3 / 2} \leqq x\right\}=\Phi(x) \tag{58}
\end{equation*}
$$

where $B_{t}>0$ can be obtained by (28).

The case where $\alpha=1$ is somewhat more complicated, but in a similar way as above we can also obtain the asymptotic distribution of $\nu(t)$ as $t \rightarrow \infty$. For this case we mention only an example. Let

$$
F(x)=\left\{\begin{array}{cc}
1-\frac{1}{x} & \text { ior } x \geq 1  \tag{59}\\
0 & \text { for } x<1
\end{array}\right.
$$

Then by Theorem 44.8 we can prove that
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$$
\begin{equation*}
\lim _{u \rightarrow \infty} P\left\{\frac{\tau^{\tau}-u \log u}{u} \leq x\right\}=R(x) \tag{60}
\end{equation*}
$$

where $R(x)$ is a stable distribution function of type $S\left(1,1, \frac{\pi}{2}, 1-C\right)$ where $C=0.577215 \ldots$ is Euler's constiant, (See Problem 46. 29 . )

If we write
(61)

$$
t=u \log u+x u
$$

then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{u-\frac{t}{\log t}}{t}=-x \tag{62}
\end{equation*}
$$

and since by (33) and (60) we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \underset{\infty}{P}\{v(t) \geq u\}=R(x), \tag{63}
\end{equation*}
$$

therefore it follows that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{v(t)-\frac{t}{\log t}}{\frac{t}{(\log t)^{2}}} \geq-x\right\}=R(x) \tag{64}
\end{equation*}
$$

or

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{v(t)-\frac{t}{\log t}}{\frac{t}{(\log t)^{2}}} \leq x\right\}=1-R(-x) \tag{65}
\end{equation*}
$$

for every x .

The limit distributions (34), (40), and (48) were found for a lattice distribution function $F(x)$ in 1940 by $W$. Feller $[206]$. For the general case see the author [263], [264].

The theory of recurrent process has attracted much attention in connection with industrial replacement problems. See for example H. Hadwiger [214] and A. Lotka [225]. In industrial replacement problems we assume trat a machine works continuousily in the time interval $(0, \infty)$ and if a part of the machine breaks down, then we replace it immediately by a similar part. Denote by $\theta_{1}, \theta_{2}, \ldots, \theta_{k}, \ldots$ the lifetimes of the successive parts used in the machine in the time interval $(0, \infty)$, and denote by $v(t)$ the number of replacements in the time interval ( $0, t]$. If we suppose that $\left\{\theta_{k}\right\}$ is a sequence of mutually independent and identically distributed positive random variables with distribution function $\underset{\sim}{P}\left\{\theta_{k} \leq x\right\}=F(x)$ : tnen $\{v(t)$, $0 \leqq t<\infty\}$ is a recurrent process as defined previously. It is importrant to know the stochastic behavior of $\{v(t), 0 \leqq t<\infty\}$, for example, if we want to decide how large the stock of the spare parts should be in order to satisfy the demand in a given time interval with high probability.

The first results were concermed with the asymptotic behavior of the expectation

$$
\begin{equation*}
m(t)=E\{\nu(t)\}=\sum_{n=1}^{\infty} F_{n}(t) \tag{66}
\end{equation*}
$$

We can easily see that $m(t)$ satisfies the following integral equation

$$
\begin{equation*}
m(t)=F(t)+\int_{0}^{t} m(t-x) d F(x) \tag{67}
\end{equation*}
$$

for $t \geqq 0$.

If

$$
\begin{equation*}
\sum_{j=0}^{\infty} P_{n}\left\{e_{k}=j d\right\}=1 \tag{68}
\end{equation*}
$$
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for some $\dot{\alpha}>0$, then we say that $F(x)$ is a lattice distribution function and $d>0$ is called the step of $F(x)$ if $d$ is the largest positive number winich satisfies (68). If $\alpha>0$ is the step of a lattice distribution function $Y(x)$, then the g.c.d. $\left\{j: P\left\{\theta_{k}=j d\right\}>0\right\}=1$. If $F(x)$ is a lattice distribution function with step $d$, then by introducing a new time scale we can achieve that $d$ becomes 1 .

If $F(x)$ is a lattice distribution function with step 1 , then let us write

$$
\begin{equation*}
f_{j}=F(j)-F(j-0) \tag{69}
\end{equation*}
$$

for $j=0,1,2, \ldots$ and
(70)

$$
u_{n}=m(n)-m(n-1)
$$

for $n=1,2, \ldots$ and $u_{0}=1$. In this case

$$
\begin{equation*}
m(t)=u_{1}+u_{2}+\ldots+u_{n} \tag{71}
\end{equation*}
$$

for $n \leq t<n+1$ and (67) can be expressed in the following equivalent form

$$
\begin{equation*}
u_{n}=\sum_{j=1}^{n} f_{j} u_{n-j} \tag{72}
\end{equation*}
$$

for $n=1,2, \ldots$. If we define

$$
\begin{equation*}
r_{n}=\sum_{j=-n+1}^{\infty} f_{j} \tag{73}
\end{equation*}
$$

for $n=0,1,2, \ldots$, then by (72) we can prove that
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(74)

$$
\sum_{j=0}^{n} r_{j} u_{n-j}=l
$$

for $n=0,1,2, \ldots$.

In the theory of recurrent processes it has been first conjectured that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{m(t)}{t}=\frac{1}{a} \tag{75}
\end{equation*}
$$

where $a$ is defined by (4).

In 1940 H. Richter [234] demonstrated that if $\sigma^{2}<\infty$ and $F(x)$ is an absolutely continuous distribution function or a lattice distribution function, then (75) is true. Richter proved also that if $d(t)=\operatorname{Var}\{v(t)\}$, then under some restrictions on $F(x)$ we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{a^{2}(t)}{m(t)}=\frac{\sigma^{2}}{a^{2}} \tag{76}
\end{equation*}
$$

In 1941 W. Feller [205] proved that (75) is generally true without making any restriction on $F(x)$. Feller used a Tauberian theorem. (See Theorem 9.13 in the Appendix.) However, we can prove this resuit in an elementary way, which we shall demonstrate soon. Feller also proved that if

$$
\begin{equation*}
a_{r}=\int_{0}^{\infty} x^{r} d F^{\prime}(x) \tag{77}
\end{equation*}
$$

is finite for some $r \geqq 2$ and if some other conditions are satisfied too, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{r-2}\left[m(t)-\frac{t}{a}\right]=0 \tag{78}
\end{equation*}
$$

In 1942 H: Schwarz $[236]$ too proved that (75) is true if $a<\infty$ and if $F(x)$ is either a latitice distribution function or an absolutely contiruous distribution function. He used a Tauberian theorem. (See Theoren 9.13 in the Appendix.) Schwartz also proved that $\lim _{t \rightarrow \infty} d(t) / t=0$.

In 1944 S . Träcklind [ 27I] proved in an elementary way that

$$
m(t)-\frac{t}{a}= \begin{cases}o(t) & \text { if } a<\infty,  \tag{79}\\ o\left(t^{2-r}\right) & \text { if } a_{r}<\infty \text { for some } r \varepsilon(1,2) \\ 0(1) & \text { if } a_{2}<\infty\end{cases}
$$

and in 1945 S . Täcklind $[272]$ proved that if $a_{r}<\infty$ for some $r>2$, and if $F(x)$ is not a lattice distribution function, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left[m(t)-\frac{t}{a}\right]=\frac{\sigma^{2}}{2 a^{2}}-\frac{1}{2} . \tag{80}
\end{equation*}
$$

Furthemore, if $a_{r}<\infty$ for some $r>2$, and if $F(x)$ is a lattice distribution function with step 1 , then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left[m(t)-\frac{[t]+\frac{1}{2}}{a}\right]=\frac{\sigma^{2}}{2 a^{2}}-\frac{1}{2} \tag{81}
\end{equation*}
$$

In (80) and (81) the condition $a_{r}<\infty$ for some $r>2$ can be replaced by the condition $\sigma^{2}<\infty$. This was proved in 1949 by W. Feller [206] for (81) and in 1954 by W. L. Snith [553] for (80). These authors demonstrated also that (75) is valid if we assume only that $\sigma^{2}<\infty$.

In the case when $F(x)$ is an absolutely continuous distribution function, then $\mathrm{m}^{\prime}(\mathrm{t})$ exists almost everywhere and it is interesting to find
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conditions under which

$$
\begin{equation*}
\lim _{t \rightarrow \infty} m^{\prime}(t)=\frac{1}{a} \tag{82}
\end{equation*}
$$

exists. Such conditions were given in 1941 by W. Peller [205], in 1945 by S. Täcklind [273], in 1953 by D. R. Cox and W. L. Smith [196] and in 1954 by W. L. Smith [553 ], [554].

Now we shall prove that (75) is generally true. First we shall consider the lattice case, and then the general case. The following proofs aie entirely elementary.

Theorem 4. If $F(x)$ is a lattice distribution function, and if

$$
\begin{equation*}
a=\int_{0}^{\infty} x d F(x), \tag{83}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{m(t)}{t}=\frac{1}{a} \tag{84}
\end{equation*}
$$

If $a=\infty$, then $1 / a=0$.

Proof. We may assume without loss of generality that, $F(x)$ has step 1 . In this case we shall prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{u_{0}+u_{1}+\ldots+u_{n}}{n+1}=\frac{1}{a} \tag{85}
\end{equation*}
$$

where $u_{n}$ is defined (70). This implies (84).

Now by (74) we have the inequality

$$
\begin{equation*}
n+1=\sum_{j+k \leq n} u_{j} r_{k} \leqq\left(\sum_{j=0}^{n} u_{j}\right)\left(\sum_{k=0}^{n} r_{k}\right) . \tag{86}
\end{equation*}
$$

Hence
(87)

$$
\frac{1}{\sum_{k=0}^{n} r_{k}} \leqq \frac{\sum_{j=0}^{n} u_{j}}{n+1} .
$$

If $a<\infty$, then $\sum_{k=0}^{\infty} r_{k}=a$ and if $a=\infty$, then $\sum_{k=0}^{\infty} r_{k}=\infty$. If
$n \rightarrow \infty$ in (87), then we obtain that

$$
\begin{equation*}
\frac{I}{a} \leq \lim _{n \rightarrow \infty} \inf \frac{\sum_{i=0}^{n} u_{j}}{n+1} \tag{88}
\end{equation*}
$$

On the other hand, if $0 \leqq s \leq n$, then by (74) we have

$$
\begin{equation*}
n+I=\sum_{j+k \leq n} u_{j} r_{k} \geqq\left(\sum_{j=0}^{n-s} u_{j}\right)\left(\sum_{k=0}^{S} r_{k}\right) . \tag{89}
\end{equation*}
$$

Hence it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup \frac{\sum_{j=0}^{n} u_{j}}{n} \leqq \frac{1}{\sum_{k=0}^{s} r_{k}} \tag{90}
\end{equation*}
$$

for $s=0,1,2, \ldots$. If $s \rightarrow \infty$ in (90), then we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup \frac{\sum_{j=0}^{n} u_{j}}{n+1} \leqq \frac{1}{a} \tag{91}
\end{equation*}
$$

By (88) and (91) we obtain (85) where $1 / a=0$ if $a=\omega$. This proves the theorem.
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Theorem 5. If

$$
\begin{equation*}
a=\int_{0}^{\alpha} x d F(x) \tag{92}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{m(t)}{t}=\frac{1}{a} \tag{93}
\end{equation*}
$$

where $1 / a=0$ for $a=\infty$.

Proof. First, let $a=\infty$. In this case let us associate a new recurrent process $\{\bar{v}(t), 0 \leq t<\omega\}$ with the process $\{u(t), 0 \leq t<\infty\}$ by assuming that the recurrence times are $\bar{\theta}_{k}=\left[\theta_{k}\right]+1(k=1,2, \ldots)$ where $[x]$ denotes the integral part of $x$. Let $\bar{m}(t)=E\{\bar{v}(t)\}$. Obviously we have $\bar{m}(t) \leq m(t)$. If $a=\infty$, then $E\left\{\bar{\theta}_{k}\right\}=\infty$ and by Theorem 4 it follows that $\lim \bar{m}(t) / t=0$. This implies (93) for $a=\infty$. $t \rightarrow \infty$

Seconds let $a<\infty$. Then we have the inequality

$$
\begin{equation*}
\frac{1}{a}-\frac{1}{t} \leq \frac{m(t)}{t} \leq \frac{m(h)+1}{h}+\frac{m(h)}{t} \tag{94}
\end{equation*}
$$

for $t>0$ and $h>0$. Since the event $\{v(t)+1=n\}$ and the random variables $\theta_{n+1}, \theta_{n+2}, \ldots$ are independent for $n=1,2, \ldots$, it follows by Theorem 6.1 of the Appendix that

$$
\begin{equation*}
\underset{m}{E}\{\tau v(t)+l\}=[m(t)+1] a \geq t . \tag{95}
\end{equation*}
$$

The last inequality follows from the fact that $\tau_{v(t)+1} \geqq t$. By (95) we obtain the first inequaiity in (94). To prove the second inequality in (94), let us observe that

$$
\begin{equation*}
m(u+n)-n(u) \leqq m(n)+1 \tag{96}
\end{equation*}
$$

holds for all $u \geq 0$ and $h \geq 0$. Let $n h \leqq t<(n+1) h$. If we add (96) for $u=t-h, t-2 h, \ldots, t-n h$ and if we take into consideration that $n(t-n h) \leqq$ $m(h)$, then we get the inequality

$$
\begin{equation*}
m(t) \leqq(n+1) m(h)+n \leqq \frac{t}{h}[m(h)+1]+m(h) \tag{97}
\end{equation*}
$$

which proves the second half of (94).

From (94) it follows that

$$
\begin{equation*}
\frac{1}{a} \leqq \lim _{t \rightarrow \infty} \inf \frac{m(t)}{t} \leqq \lim _{t \rightarrow \infty} \sup \frac{m(t)}{t} \leqq \frac{m(h)+1}{h} \tag{98}
\end{equation*}
$$

for all $h>0$. Now we shall prove that

$$
\begin{equation*}
\lim _{h \rightarrow \infty} \sup \frac{m(h)+1}{h} \leqq \frac{1}{2-\varepsilon} \tag{99}
\end{equation*}
$$

where $\varepsilon$ is any positive number. By (98) and (99) we get (93).

I'o prove (99) for every $\varepsilon>0$ let us associate a new recurrent process $\{\bar{u}(t), 0 \leqq t<\infty\}$ with the process $\{v(t), 0 \leq t<\infty\}$ by assuming that the recurrence times are $\bar{\theta}_{k}=\varepsilon\left[\theta_{K} / \varepsilon\right] \quad(k=1,2, \ldots)$. Let $\bar{m}(t)=\underset{m}{E}\{\bar{\nu}(t)\}$. Since $a-\varepsilon \leqq \bar{a}=\underset{m}{E}\left\{\bar{\theta}_{k}\right\} \leqq a$, it follows from Theorem it that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\bar{m}(t)}{t}=\frac{1}{\bar{a}} \leq \frac{1}{a-\varepsilon} . \tag{100}
\end{equation*}
$$

Finally, the inequality $m(t) \leqq m(t)$ and (100) imply (99). This completes the proof of theoren.

The next two theorens give more information about the asymptotic beharior of $\mathrm{m}(\mathrm{t})$ as $\mathrm{t} \rightarrow \infty$. These theorems have many important applications in the theories of Markov chains and stochastic processes.

The following theorem can be deduced from a more general theorem of A. N. Kolmogorov [221 ]. In 1949 P. Erdós, W. Fieller and H. Pollard provided an elenentary proof of this theorem.

Theorem 6. If $F(x)$ is a lattice distribution function with step $d$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}[m(n d+d)-m(n d)]=\frac{d}{a} \tag{101}
\end{equation*}
$$

where $a$ is defined by (83). If $a=\infty$, then $1 / a=0$.

Proof. We shall use the same notation as in the proof of Theorem 4. We may assume without loss of generality that $F(x)$ has step $I$, that is, $d=I$. We shall prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} u_{n}=\frac{1}{a} \tag{102}
\end{equation*}
$$

which implies (101).

We shail use the relations (72) and (74) and that g.c.d\{j: $\left.f_{j}>0\right\}=I$.
Since $0 \leqq u_{n} \leq 1$, therefore there exists a number $\lambda=\lim _{n \rightarrow \infty} \sup u_{n}$ and there exists a sequence $n_{1}, n_{2}, \ldots$ such that $\lim _{v \rightarrow \infty} u_{v}=\lambda$.

Now we shall prove that if $f_{j}>0$, then

$$
\lim _{v \rightarrow \infty} u_{n_{v}-j}=\lambda .
$$

By (72) we can write that

$$
\begin{align*}
\lambda & =\lim _{v \rightarrow \infty} u_{n_{v}}=\lim _{v \rightarrow \infty} \inf \left\{f_{j} u_{n_{v}-j}+\sum_{\substack{i=1 \\
i \neq j}}^{n_{v}} f_{i} u_{n_{v}-i}\right\} \leqq \\
& \leqq f_{j} \lim _{v \rightarrow \infty} \inf u_{n_{v}-j}+\lambda \sum_{\substack{i=1 \\
i \neq j}}^{m} f_{i}+\sum_{i=m+1}^{\infty} f_{i} \tag{104}
\end{align*}
$$

for any $\begin{array}{ll}m=1,2, \ldots . & \text { If } m \rightarrow \infty \text { in (104), then we get } \\ & \\ & \lambda \leq f_{j} \lim _{\nu \rightarrow \infty} \inf u_{n_{\nu}-j}+\lambda\left(1-f_{j}\right) .\end{array}$.
$\longleftarrow$ By (105) we have $\lim _{\nu \rightarrow \infty} \inf u_{n_{v}-j} \geq \lambda$. By definition, we have $\lim _{v \rightarrow \infty} \sup u_{n_{v}-j} \leq \lambda$. Thus (103) follows.

Accordingly, we have proved that if $\lim _{v \rightarrow \infty} u_{v}=\lambda$ and $f_{j}>0$, then $\lim _{v \rightarrow \infty} u_{n_{\nu}-j}=\lambda$.

Since g.c.d\{j : $\left.f_{j}>0\right\}=1$, we can find a finite number of positive integers $j_{1}, j_{2}, \ldots, j_{s}$ such that $f_{j_{1}}>0, f_{j_{2}}>0, \ldots, f_{j_{s}}>0$ and g.c.d\{j$\left.j_{1}, j_{2}, \ldots, j_{S}\right\}=1$. By the repeated applicationsof the previous result we can conclude that if $\lim _{v \rightarrow \infty} u_{n_{v}}=\lambda$, then $\lim _{v \rightarrow \infty} u_{n_{v}-k}=\lambda$ where

$$
\begin{equation*}
k=r_{1} j_{1}+r_{2} j_{2}+\ldots+r_{s} j_{s} \tag{106}
\end{equation*}
$$

and $r_{1}, r_{2}, \ldots, r_{s}$ are nornegative integers. Every irteger $k \geqslant j_{j} j_{2} \cdots j_{s}$ can be represented in the form (106). Therefore $\lim _{v \rightarrow \infty} u_{n_{v}}-k=\lambda$ whenever
$k \geqq q=j_{1} j_{2} \ldots j_{s}$.
If we put $n=n_{v}-q$ in (74), then we obtain that
(107)

$$
\sum_{j=0}^{m} r_{j} u_{n_{v}-q-j} \leqq 1
$$

for $0 \leqq m \leqq n_{\nu}-q$. If $v \rightarrow \infty$ in (107), ther for any $m=0,1,2, \ldots$ we get

$$
\begin{equation*}
\lambda \sum_{j=0}^{\mathrm{m}} r_{j} \leqq 1 \tag{108}
\end{equation*}
$$

If $a=\infty$, then $\sum_{j=0}^{\infty} r_{j}=\infty$, and it follows from (108) that $\lambda=0$. This proves that (102) holds with $1 / a=0$.

If $a<\infty$, then $\sum_{j=0}^{\infty} r_{j}=a$, and by (108) it follows that

$$
\begin{equation*}
\lambda=\lim _{n \rightarrow \infty} \sup u_{n} \leq \frac{1}{a} . \tag{109}
\end{equation*}
$$

Finally, we shall prove that if $a<\infty$, then

$$
\begin{equation*}
\gamma=\lim _{n \rightarrow \infty} \inf u_{n} \geq \frac{1}{a} . \tag{110}
\end{equation*}
$$

From (1.09) and (110) it follows that $\lambda=\gamma=1 / a$ which proves (10 $)$.
We can prove (110) in a similar way as (109). If $\gamma=\lim$ inf $u_{n}$, then there is a sequence $n_{1}, n_{2}, \ldots$ such that $\lim _{v \rightarrow \infty} u_{n_{v}}=\gamma$. By using (72) we can prove that if $f_{j}>0$, then $\lim _{v \rightarrow \infty} u_{r_{v}-j}=\gamma$ also holds. In exactly the same way as before this implies that $\lim _{\nu \rightarrow \infty} u_{\nu}-k=\gamma$ for $k \geqq q$. If $a<\infty$, then for any $\varepsilon>0$ and for sufficiently large $m$ we have $r_{m+1}+r_{m+2}+\ldots<\varepsilon$. Thus by (64) we have
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$$
\begin{equation*}
\sum_{j=0}^{\mathrm{m}} r_{j} u_{n_{v}, q-j} \geq 1-\varepsilon \tag{111}
\end{equation*}
$$

for $\eta_{v}-q \geqq m$ if $m$ is large enough. If $v \rightarrow \infty$ in (111), then we get

$$
\begin{equation*}
{ }_{\gamma} \sum_{j=0}^{m} r_{j} \geqq i-\varepsilon . \tag{112}
\end{equation*}
$$

If $\mathrm{m} \rightarrow \infty$ in (112), then we get $\gamma \mathrm{a} \geqq 1-\varepsilon$. Since $\varepsilon>0$ is arbitrary, therefore $\gamma^{2} \geq 1$. This proves (110), and (109) and (110) imply (102) for $a<\infty$.

In 1945 S. Täck]ind [271] found the result (80) which implies that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}[m(t+h)-m(t)]=\frac{h}{2} \tag{113}
\end{equation*}
$$

for any $h>0$ if $F(x)$ is not a lattice distribution function and $a_{r}<\infty$ for scme $r>2$ where $a_{r}$ is defined by (77). In 1948 J. L. Doob [ 199] proved that (..13) holds if $\mathrm{F}_{\mathrm{k}}(\mathrm{x})$ is not a singular distribution function for some k . In 1948 D. Blackwell [187] proved that (113) is valid if $F(x)$ is not a lattice distribution function. New proofs for this result of D. Blackwell were found in 1961 by W. Feller and S. Orey [ 208 ], and W. Feller [207]. In what follows we shall present the proof of W. Feller [207]. This proof is based on the following auxiliary theorem found in 1960 by G. Choquet and J. Deny [194].

Lenma 1. Let $F(x)$ be a nonlattice distribution function of a postivie random variable. If $u(x)$ is a continuous bounded solution of

$$
\begin{equation*}
u(x)=\int_{0}^{\infty} u(x-y) d F(y) \tag{11.14}
\end{equation*}
$$
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then $u(x) \equiv$ constant.

Proof. First, we shali prove that if $u(x)$ is a uniformly continuous bounded solution of (114), then $u(x) \equiv$ constant.

Denote ${ }^{\mathrm{by}} \mathrm{S}$ the set of points of increase of $F(x)$, that is,

$$
\begin{equation*}
S=\{x: F(x+\varepsilon)-F(x-\varepsilon)>0 \text { for all } \varepsilon>0\} \tag{115}
\end{equation*}
$$

Denote by $S^{*}$ the smallest set, which contains $S$ and which has the following property: If $x \in S^{*}$ and $y \varepsilon S^{*}$, then $x^{\lrcorner}+y \varepsilon S^{*}$ and $x-y \in S^{*}$. Since $\mathrm{F}(\mathrm{C})<1$, it follows by Theorem 43.5 that $S^{*}=(-\infty, \infty)$.

In what follows we shall prove that iff a $\varepsilon S$, then $u(x)=u(x-a)$ for every $x$. Then by the previous remark we can conclude that $u(x)=u(x-a)$ holds for every $x$ and every $a$, that is, $u(x) \equiv$ constant.

Let a $\quad S^{\circ}$ and define $v(x)=u(x)-u(x-a)$.

For every a the function is uniformly continuous and bounded and satisfies

$$
\begin{equation*}
v(x)=\int_{0}^{\infty} v(x-y) d F(y) \tag{116}
\end{equation*}
$$

Let $\sup _{-\infty<x<\infty} v(x)=q$. Then there is a sequence $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ such that $\lim _{n \rightarrow \infty} v\left(x_{n}\right)=q$. Define $w_{n}(x)=v\left(x+x_{n}\right)$ for $n=1,2, \ldots$. Since $u(x)$ is unifomly continuous, the sequence $\left\{w_{n}(x)\right\}$ is equicontinuous and by a theorem of C.Arzela (cf. A. N. Kolmogorov and S. V. Fomin[56 p. 54]) it contains a subsequence $\left\{\mathrm{w}_{n_{k}}(x)\right\}$ which converges uniformly in every
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finite interval. Let $\lim _{k \rightarrow \infty} w_{k}(x)=w(x)$. The function $w(x)$ is unifomiy continuous, bounded, $w(x) \leq q$, and satisfies

$$
\begin{equation*}
w(x)=\int_{0}^{\infty} w(x-y) d F(y) . \tag{117}
\end{equation*}
$$

By definition $w(0)=q$. If $w(x)=q$ for some $x$, then $w(x-a)=q$ also holds because $w(x)$ is the weighted average of $w(x-y)$ for $0 \leq y<\infty$ and $a$ is a point of increase of $F(y)$. Thus it follows that $w(-j a)=q$ for $j=0,1,2, \ldots$. Since $w(x)=\lim _{k \rightarrow \infty} v\left(x+x_{n_{k}}\right)$ for every $x$, therefore if $z=x_{n_{k}}$ where $k$ is sufficiently large we have the inequality

$$
\begin{equation*}
v(z-j a)=u(z-j a)-u(z-j a-a)>\frac{q}{2} \tag{118}
\end{equation*}
$$

for $j=0,1, \ldots, r$ where $r$ is any integer. If $w e$ add (118) for $j=0,1, \ldots$, r-1. , then we obtain that

$$
\begin{equation*}
u(z)-u(z-r a)>\frac{r q}{2} . \tag{119}
\end{equation*}
$$

Since $u(x)$ is bounded and $r$ is arbitrary, we can conclude that $q=\sup v(x) \leqq 0$. But the same argument applies to the function $-v(x)$, $-\infty<x<\infty$ and therefore $\sup [-\mathrm{v}(\mathrm{x})] \leqq 0$ also holds. Consequently $\mathrm{v}(\mathrm{x}) \equiv 0$. This proves that $u(x)=u(x-a)$ for every $x$ and therefore $u(x) \equiv$ constant.

Now suppose that $u(x)$ is a continuous bounded solution of (114). Le't us define

$$
\begin{equation*}
u_{\varepsilon}(x)=\int_{-\infty}^{\infty} u(x-y) \frac{\varepsilon}{\varepsilon^{2}+y^{2}} d y \tag{120}
\end{equation*}
$$

for $\varepsilon>0$. Then $u_{\varepsilon}(x)$ is a uniformly continuous bounded function of $x$ and satisfies
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$$
\begin{equation*}
u_{\varepsilon}(x)=\int_{0}^{\infty} u_{\varepsilon}(x-y) \alpha F(y) \tag{121}
\end{equation*}
$$

By the previous result we can conclude that $u_{\varepsilon}(x) \equiv$ constant for every $\varepsilon>0$. If $\varepsilon \rightarrow 0$, then by (120) $u_{\varepsilon}(x) \rightarrow u(x)$, and therefore $u(x) \equiv$ constant. This completes the proof of the lemma.

Now we are going to prove the following theorem of D. Blackwell [187].

Theorem 7. If $F(x)$ is not a lattice distribution function and
(122)

$$
a=\int_{0}^{\infty} x d F(x) \text {, }
$$

then
( 123)

$$
\lim _{t \rightarrow \infty}[m(t+u)-m(t)]=\frac{u}{a}
$$

for any $u>0$. If $a=\infty$, then $1 / a=0$.

## Proof. Let

(124)

$$
H_{t}(u)=m(t+u)-m(t)
$$

for $t \geq 0$ and $-\infty<u<\infty$. For every $t$ the function $H_{t}(u)$ is nondecreasing and bounded in every finite irterval. For $H_{t}(u) \leqq m(u)+1<\infty$ for all $t \geq 0$ and $u$. By Theorem 41.7 it follows that the family of functions $\left\{H_{t}(u), 0 \leqq t<\infty\right\}$ is weakly compact in ariy finite interval $[-U, U]$. Thus there exist a nondecreasing function $H(u)$ and a sequence $t_{1}, t_{2}, \ldots, t_{n}, \ldots$ such that $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} H_{t_{n}}(u)=H(u) \tag{125}
\end{equation*}
$$

in every continuity point of $H(u)$ in any finite interval [-U, U] . Fupthermore, by the Note after theorem 41.8, it follows that if $g(u)$ is a continuous function of $u$ and if $g(u)=0$ for $|u| \geqslant U$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} g(x-u) d_{u} H_{t_{n}}(u)=\int_{-\infty}^{\infty} g(x-u) d H(u) \tag{126}
\end{equation*}
$$

Let
(127)

$$
u(x)=\int_{-\infty}^{\infty} g(x-u) d H(u),
$$

and
(128)

$$
h(t)=g(t)+\int_{0}^{\infty} g(t-u) d m(u)
$$

By (128) we obtain that

$$
\begin{equation*}
h(t)=g(t)+\int_{0}^{\infty} h(t-y) d F(y), \tag{129}
\end{equation*}
$$

If we put $t=t_{n}+x$ in (12.8), then we get

$$
\begin{equation*}
h\left(t_{n}+x\right)=g\left(t_{n}+x\right)+\int_{-t_{n}}^{\infty} g(x-u) d_{u} H_{t_{n}}(u)+\varepsilon\left(x-t_{n}\right) m\left(t_{n}\right) \tag{130}
\end{equation*}
$$

If we let $n \rightarrow \infty$ in (130) then obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} h\left(t_{n}+x\right)=u(x) \tag{131}
\end{equation*}
$$

defined by (127). If we put $t=t_{n}+x$ in (129) and let in $\rightarrow \infty$, then by
(131) we obtain that

$$
\begin{equation*}
u(x)=\int_{0}^{\infty} u(x-y) d F(y) \tag{132}
\end{equation*}
$$

for all $x$. Since $u(x)$ is continuous and bounded, by Lerma I it follows that $u(x) \equiv$ constant, that is,
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$$
\begin{equation*}
\int_{-\infty}^{\infty} g(x-u) d H(u) \equiv \text { constant } \tag{133}
\end{equation*}
$$

for every continuous function $g(u)$ such that $g(u)=0$ for $|u| \geqq U$ where U is a finite positive number. We observe that $H(0)=0$ if $u=0$ is a continuity point of $H(u)$. For $H_{t}(0)=0$ for $t \geq 0$. Thus by (133) it follows that

$$
\begin{equation*}
\mathrm{H}(\mathrm{u})=\mathrm{Cu} \tag{134}
\end{equation*}
$$

where C is a constant. By Theorem 5 it follows inmediately that $\mathrm{C}=1 / \mathrm{a}$ if $a<\infty$ and $C=0$ if $a=\infty$. However, we can prove this directly by using (67). By (67) it follows that

$$
\begin{equation*}
\int_{0}^{t}[I-F(t-u)] \operatorname{dnn}(u)=F(t) \tag{1.35}
\end{equation*}
$$

for $t \geqq 0$. If we use (134), that is, that

$$
\begin{equation*}
\lim _{t_{n} \rightarrow \infty}\left[m\left(t_{n}+u\right)-m\left(t_{n}\right)\right]=C u \tag{136}
\end{equation*}
$$

for every $u$, and if we put $t=t_{n}$ in (135) and let $t_{n} \rightarrow \infty$, then we obtain that

$$
\begin{equation*}
C \int_{0}^{\infty}[1-F(u)] d u=1 . \tag{137}
\end{equation*}
$$

Thus, we have $\mathrm{Ca}=1$.

Since in (136) the limit does not deperd on the particular sequence $\left\{t_{n}\right\}$, it foliows that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}[m(t+u)-m(t)]=\frac{u}{a} \tag{138}
\end{equation*}
$$

also holds. In (138) $1 / a=0$ if $a=\infty$. This completes the proof of the theorem.
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Theorem 7 has many useful applications in the theory of regenerative stochastic processes. A stochestic process is said to be regenerative if it has the property that every time some given patterm appears the future stuchastic behavior of the process is the same independently of the past. Theorem 7 can be used in finding the limiting distribution of such processes.

In several cases we can use Theorem 7 ir the following form. (See W. L. Smith [553], [240] ard the author [261], [ 262], [269].

Theorem 8. Let us assume that $Q(x)$ is of bounded variation in the interval $[0, \infty)$ and

$$
\begin{equation*}
Q=\int_{0}^{\infty} Q(x) d x \tag{139}
\end{equation*}
$$

exists. Furthermore, let $F(x)$ be a nonlattice distribution function of a positive random variable for which

$$
\begin{equation*}
a=\int_{0}^{\infty} x d F(x) \tag{140}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{0}^{t} Q(t-u) d m(u)=\frac{Q}{a} \tag{141}
\end{equation*}
$$

where $1 / a=0$ if $a=\infty$.

Proof. Every function of bounded variation can be expressed as the difference of two nonincreasing functions. Thus in proving the theorem we can restrict ourself to the case where $Q(x)$ is a nonnegative and norincreasing function of $x$ for $0 \leqq x<\infty$. If $Q(x) \equiv 0$, then (14I) is obviously true. Thus we may assume that $Q(0)>0$.
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Let

$$
\begin{equation*}
Q_{1}(t)=\int_{0}^{t / 2} Q(t-u) d m(u) \tag{142}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{2}(t)=\int_{t / 2}^{t} Q(t-u) d m(u) \tag{143}
\end{equation*}
$$

We have evidently

$$
\begin{equation*}
0 \leqq Q_{1}(t) \leqq Q\left(\frac{t}{2}\right) m\left(\frac{i}{2}\right) \tag{1.44}
\end{equation*}
$$

Since
(145)

$$
\lim _{t \rightarrow \infty} \frac{t}{2} Q\left(\frac{t}{2}\right)=0
$$

and since by Theorem 5

$$
\begin{equation*}
\lim _{t \rightarrow \infty} m\left(\frac{t}{2}\right) / \frac{t}{2}=\frac{1}{a} \tag{146}
\end{equation*}
$$

we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} Q_{1}(t)=0 \tag{147}
\end{equation*}
$$

Now we shall prove that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} Q_{2}(t)=\frac{Q}{a} \tag{148}
\end{equation*}
$$

For any $\varepsilon>0$ let us choose an $h$ such that $0<h<\varepsilon / Q(0)$. Then we have

$$
\begin{equation*}
0<Q-h \sum_{n=1}^{\infty} Q(n h)<n Q(0)<\varepsilon . \tag{149}
\end{equation*}
$$

If we choose $t$ so large that

$$
\begin{equation*}
h \sum_{n=[t / 2 h]}^{\infty} Q(n h)<\varepsilon \tag{150}
\end{equation*}
$$
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and
(151)

$$
\left|\frac{m(u+h)-m(u)}{h}-\frac{1}{a}\right|<\varepsilon
$$

for $u \geq t / 2$, then we have

$$
\begin{equation*}
\left(\frac{1}{a}-\varepsilon\right)\left[h \sum_{n=1}^{\infty} Q(n h)-\varepsilon\right]<Q_{2}(t)<\left(\frac{1}{a}+\varepsilon\right) h \sum_{n=1}^{\infty} Q(n h) . \tag{152}
\end{equation*}
$$

Hence it follows that

$$
\begin{equation*}
\left(\frac{1}{a}-\varepsilon\right)(Q-2 \varepsilon)<Q_{2}(t)<\left(\frac{1}{a}+\varepsilon\right)(Q+\varepsilon) \tag{153}
\end{equation*}
$$

if $t$ is large enough. Since $\varepsilon>0$ is arbitrary, (153) proves (148). By (147) and (148) we obtain (141). This completes the proof of the theorem.

It is interesting to study the asymptotic behavior of $m(t)$ as $t \rightarrow \infty$ in the case when $a=\infty$. By Theorem 5 it follows that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{m(t)}{t}=0 \tag{154}
\end{equation*}
$$

if $a=\infty$. If we know the asymptotic behavior of $1-\mathrm{F}(\mathrm{x})$ as $\mathrm{x} \rightarrow \infty$, then we can obtaint more precise results for the asymptotic behavior of $m(t)$ as $t \rightarrow \infty$, We shall prove the following result.

Theorem 9. If

$$
\begin{equation*}
1-F(x) \sim \frac{h(x)}{x^{\alpha}} \tag{155}
\end{equation*}
$$

as $x \rightarrow \infty$ where $0<\alpha<1$ and $h(x)$ is a slowly variyng function oi $x$ at $x \rightarrow \infty$, that is,

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{h(\omega x)}{h(x)}=1 \tag{156}
\end{equation*}
$$
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for any $\omega>0$, then

$$
\begin{equation*}
m(t) \sim \frac{\sin \alpha \pi}{\alpha \pi} \frac{t^{\alpha}}{h(t)} \tag{157}
\end{equation*}
$$

as $t \div \infty$.

Proof. In formulas (155) and (157) the symbol $\sim$ means that the two sides are asymptotically equal, that is, their ratio tends to 1 as $x \rightarrow \infty$ or $t \rightarrow \infty$.

Let

$$
\begin{equation*}
\phi(s)=\int_{0}^{\infty} e^{-s x_{d F}(x)} \tag{128}
\end{equation*}
$$

for $\mathrm{Re} \geq 0$. Then we have

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} d m(t)=\frac{\phi(s)}{1-\phi(s)}=\frac{I}{1-\phi(s)}-1 \tag{159}
\end{equation*}
$$

for $\operatorname{Re}(s)>0$. If $s \rightarrow+0$, then by an Abelian theorem (Theorem 9.12 in the Appendix) we obtain that

$$
\begin{equation*}
1-\phi(s)=s \int_{0}^{\infty} e^{-s x}[1-F(x)] d x \sim \Gamma(1-\alpha) s{ }^{\alpha} h\left(\frac{]}{s}\right) . \tag{160}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} d m(t) \sim \frac{1}{\Gamma(1-\alpha) s^{\alpha} h\left(\frac{1}{s}\right)} \tag{1.61}
\end{equation*}
$$

as $s \rightarrow+0$ and by a Tauberian theorem (Theorem 9.14 in the Appendix) we obtain (157).

In the case where $F(x)$ is a lattice distribution function the result
(157) was found in 1949 by W. Feller [206 ]. Actually, Feller considered the particular case when $h(x) \equiv$ constant. For the case where $h(x)$ satisfies (156) see A. Garsia and. J. Lamperti [2.09]. In the generai case, the result (1.57) was proved in 1955 by E. B. Dynkin [200]. See also W. L. Smith [238]. Dynkin also proved that (157) implies (155).

In 196I W. L. Smith [ 243] proved that if (155) holds with $\alpha=0$, then

$$
\begin{equation*}
m(t) \sim \frac{1}{1-F(t)} \tag{162}
\end{equation*}
$$

as $t \rightarrow \infty$, and if (155) holds with $\alpha=1$, then

$$
\begin{equation*}
m(t) \sim \frac{t}{\int_{0}^{t}[I-F(u)] d u} \tag{163}
\end{equation*}
$$

as $t \rightarrow \infty$, and the converse statenents are also true.

In a similar way as Theorem 9 we can prove that if

$$
\begin{equation*}
d(t)=\operatorname{Var}\{\nu(t)\} \tag{164}
\end{equation*}
$$

and if $F(x)$ satisfies (155) with $0<\alpha<I$, then

$$
\begin{equation*}
d(t) \sim\left[\frac{\Gamma(\alpha+1) \pi^{1 / 2} 2^{1-2 \alpha}}{\Gamma\left(\alpha+\frac{1}{2}\right)}-1\right] \frac{\sin ^{2} \alpha \pi}{\alpha^{2} \pi^{2}} \frac{t^{2 \alpha}}{(h(t))^{2}} \tag{165}
\end{equation*}
$$

as $t \rightarrow \infty$. For the proof of (165) we refer to W. Feller [206] and J. L. Teugels [273].

If $F(x)$ satisfies (155) with $I<\alpha<2$, then the expectation of $F(x)$ is a finite positive rumber a and we have

$$
\begin{equation*}
m(t)-\frac{t}{a} n \cdot \frac{t^{2-\alpha} h(t)}{(\alpha-1)(2-\alpha) a^{2}} \tag{166}
\end{equation*}
$$

and

$$
\begin{equation*}
d(t) \sim \frac{2 t^{3-\alpha} h(t)}{(2-\alpha)(3-\alpha) a^{3}} \tag{167}
\end{equation*}
$$

as $t \rightarrow \infty$. See W. Feller [206] and J. L. Teugels [273], [274].

For the recurrent process $\{v(t), 0 \leq t<\infty\}$ denote by $x_{t}$ the distance between $t$ and the occurrence time of the first event occurring after time $t$. The distribution function of $x_{t}$ is given by

$$
\begin{equation*}
P\left\{x_{t} \leqq x\right\}=\int_{t}^{t+x}\left[1-F^{\prime}(t+x-u)\right] d m(u) \tag{168}
\end{equation*}
$$

for $x \geq 0$. For the event $\left\{x_{t} \leq x\right\}$ occurs if and only if at. least one event occurs in the interval ( $t, t+x]$ in the recurrent process. This event can occur in several mutually exclusive ways: the last event occurring in the interval ( $t, t+x]$ is the $n$-th event ( $n=1,2, \ldots$ ) in the recurrent process. Thus by the theorem of total probabjlity we obtain that

$$
\underset{m}{P}\left\{x_{t} \leqq x\right\}=\sum_{n=1}^{\infty} P\left\{t<\tau_{n} \leqq t+x<\tau_{n+1}\right\}=
$$

$$
\begin{equation*}
\left.=\sum_{n=1}^{\infty} \int_{t}^{t+x}[]-F(t+x-u)\right] d P_{m}\left\{\tau_{n} \leqq u\right\} \tag{169}
\end{equation*}
$$

Since

$$
\begin{equation*}
m(u)=\sum_{n=1}^{\infty} P\left\{\tau_{n} \leqq u\right\} \tag{170}
\end{equation*}
$$

Theorem 9. If $F(x)$ is not a lattice distribution function and if $a<\infty$, then the limiting distribution

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{x_{t} \leq x\right\}=F^{*}(x) \tag{171}
\end{equation*}
$$

exists and we have

$$
F(x)=\left\{\begin{array}{cc}
\frac{1}{a} \int_{0}^{x}[1-F(y)] d y & \text { for } x \geq 0,  \tag{172}\\
0 & \text { for } x<0 .
\end{array}\right.
$$

Proof. This theorem follows immediately from Theorem 8 if we apply it to the function

$$
Q(u)= \begin{cases}1-F(u) & \text { for } u \leq x  \tag{173}\\ 0 & \text { for } u>x\end{cases}
$$

If $F(x)$ is a lattice distribution function, then the limiting behavior of $\underset{m}{ }\left\{X_{t} \leq x\right\}$ can easily be obtained by Theorem 6 .

We note that if we suppose that $F(x)$ is not a latitice distribution function and if $F(x)$ has a firite variance of $\sigma^{2}$, then we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} E\left\{x_{t}\right\}=\int_{0}^{\infty} x d F^{*}(x)=\frac{\sigma^{2}+a^{2}}{2 a} \tag{174}
\end{equation*}
$$

For ${ }^{\tau} v(t)+1=t+x_{t}$ and therefore by (95) we have

$$
\begin{equation*}
E\left\{x_{t}\right\}=[m(t)+1] a-t \tag{175}
\end{equation*}
$$

If $t \rightarrow \infty$ in (175), then by (80) we obtain that the limit of the right-hand side is $\left(\sigma^{2}+a^{2}\right) / 2 a$. This proves (174).
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If $F(x)$ satisfies (155) with $0<\alpha<1$, then

$$
\begin{equation*}
\operatorname{iim}_{t \rightarrow \infty} P\left\{\frac{x_{t}}{t} \leqq x\right\}=H_{\alpha}(x) \tag{.176}
\end{equation*}
$$

where

$$
H_{\alpha}(x)=\left\{\begin{array}{cc}
\frac{\sin \alpha \pi}{\pi} \int_{0}^{x} \frac{d u}{u^{\alpha}(1+u)} & \text { for } 0<x<\infty,  \tag{177}\\
0 & \text { for } x<0
\end{array}\right.
$$

This result was found in 1955 by E. B. Dynkin [200]. See also J. Lamperti [222].

It is interesting to observe that the limiting distribution (176) depends on $F(x)$ only through the parameter $\alpha$.

Let us define $n_{t}$ as the distance between $t$ and the occurrence time of the last event occurring before time $t$, and $\eta_{t}=t$ if no events occur in the interval ( $0, t$ ]. For $n_{t}$ we have the obvious relations

$$
\begin{equation*}
P\left\{n_{t}>\nabla\right\}=\underset{\sim}{P}\left\{x_{t-\nabla}>J\right\} \tag{178}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left\{x_{t}>x, \eta_{t}>y\right\}=P\left\{x_{t-y}>x+y\right\} \tag{179}
\end{equation*}
$$

for $\quad x \geq 0$ and $0 \leqq y \leqq t$.

If we know the asymptotic distribution of $x_{t}$ as $t \rightarrow \infty$, then by (178) and (179) we car determine the asymptotic distributions of $n_{t}$ and $\left(n_{t} ; x_{t}\right)$
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as $t \rightarrow \infty$. Also we can determine the asymptotic distribution of $\theta_{t}^{*}=$ $\eta_{t}+x_{t}$ for $t \rightarrow \infty$. The randon variable $\theta_{t}^{*}$ is the time difference between the occurrence time of the first event occurring after $t$ and the occurrence time of the last event occurring before $t$.
function
If $F(x)$ is not a lattice distribution and if $a<\infty$, then by (I7I) and (178) we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{n_{t} \leq x\right\}=F^{*}(x) \tag{180}
\end{equation*}
$$

where $F^{*}(x)$ is given by (172). Furthermore, by (179) we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \underset{\infty}{P}\left\{\theta_{t}^{*} \leq x\right\}=\frac{1}{a} \int_{0}^{x} y d F(y) \tag{181}
\end{equation*}
$$

for $x \geq 0$. If, in addition, $\sigma^{2}<\infty$, then we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \underset{\infty}{E}\left\{\theta_{t}^{*}\right\}=a+\frac{\sigma^{2}}{a} \tag{182}
\end{equation*}
$$

If $F(x)$ satisfies (155) with $0<\alpha<l$, then by (179) we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{\chi_{t}}{t}>x, \frac{\eta_{t}}{t}>y\right\}=1-H_{\alpha}\left(\frac{x+y}{1-y}\right) \tag{.183}
\end{equation*}
$$

for $0<\boldsymbol{y}<1$ and $\mathbf{x}>0$ where $H_{\alpha}(x)$ is given by (177). From (183) it follows that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{\theta_{t}^{*}}{t} \leq x\right\}=\frac{\sin \alpha \pi}{\pi} \int_{0}^{x} \frac{q(u)}{u^{x+1}} d u \tag{184}
\end{equation*}
$$

for $x \geqq 0$ where
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$$
q(u)=\left\{\begin{array}{cc}
1-(1-u)^{\alpha} & \text { for } 0 \leqq u \leqq 1  \tag{185}\\
1 & \text { for } u \geq 1
\end{array}\right.
$$

Note 1. If we suppose in Definition I that $\theta_{1}$ is a positive random variakle with distribution function $P\left\{\theta_{1} \leqq x\right\}=\hat{F}(x)$ whereas $E\left\{\theta_{n} \leqq x\right\}=$ $F(x)$ for $n=2,3, \ldots$, and if every other assumption remains unchanged, then we arrive at the notion of a generai recurrent process. For a general recurrent process we have

$$
\begin{equation*}
\underset{m}{P}\{v(t) \leqq n\}=1-\hat{F}(t) * F_{n}(t) \tag{7.86}
\end{equation*}
$$

for $n=0,1,2, \ldots$ where * means convolution. By (186) we have

$$
\begin{equation*}
\underset{\sim}{E}\{v(t)\}=\sum_{n=0}^{\infty} \hat{F}(t) * F_{n}(t) \tag{187}
\end{equation*}
$$

If we use the definition (3) and if

$$
\begin{equation*}
\hat{\phi}(s)=\int_{0}^{\infty} e^{-s x} d \hat{F}(x) \tag{188}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqslant 0$, then by (187) we obtain that

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} d E\{v(t)\}=\frac{\hat{\phi}(s)}{1-\phi(s)} \tag{189}
\end{equation*}
$$

for $\operatorname{Re}(s)>0$.

Most of the limit theorems which we proved for ordinary recurrent processes remain valid for general recurrent processes toc.

Let us suppose that $F(x)$ has a finite expectation $a$ and let $\hat{F}(x)=$ $F^{*}(x)$ defined by (172). In this case we say that the recurrent process is honogeneous. For a homogeneous recurrent process we have

$$
\begin{equation*}
\underset{m}{E}\{v(t)\}=\frac{t}{a} \tag{190}
\end{equation*}
$$

for every $t \geqq 0$ and

$$
\begin{equation*}
\underset{m}{P}\left\{x_{t} \leqq x\right\}=F^{*}(x) \tag{1.91}
\end{equation*}
$$

for every $t \geqq 0$.

Note 2. Recurrent processes have useful applications in the investigations of the fluctuations of sums of mutually independent and identically distributed random variables.

Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}, \ldots$ be a sequence of mutually irdependent and identically distributed randomajal Let $_{\zeta_{n}}=\xi_{1}+\xi_{2}+\ldots+\xi_{n}$ for $n=1,2, \ldots$ and $\zeta_{0}=0$.

Let $\tau_{0}=0$. Denote by $\tau_{1}$. the smallest $n=1,2, \ldots$ for which $\zeta_{\mathrm{n}}>\zeta_{0}=0$. Denote by $\tau_{2}$ the smallest $\mathrm{r}_{1}=1,2, \ldots$ for which $\zeta_{\mathrm{n}}>{ }^{>} \tau_{\tau_{1}}$ and so on for $k=2,3, \ldots$ denote by $\tau_{k}$ the smallest $n=1,2, \ldots$ for which $\zeta_{n}>\zeta_{\tau_{k-1}}$. For every $t \geqq 0$ let $v(t)$ be a rancom variable which takes on nonnegative integers onlyand satisfies the relation

$$
\begin{equation*}
\{v(t) \geq k\} \equiv\left\{\tau_{k} \leqq t\right\} \tag{192}
\end{equation*}
$$

for all $t \geqq 0$ and $k=0,1,2, \ldots$.

In this case the family of random variables $\{v(t), 0 \leqq t<\infty\}$ forms a recurrent process and the recurrence times $\theta_{k}=\tau_{k}-\tau_{k-1}(k=1,2, \ldots)$ are mutually independent and identically distributed discrete random variables taking on positive integers only. The random variables $\tau_{1}, \tau_{2}, \ldots, \tau_{k}, \ldots$ are the ladder indices of the sequence $\zeta_{0}, \zeta_{1}, \ldots, \zeta_{n}, \ldots$ as we defined in Section 19. By Theorem 19.3 we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} P\left\{\theta_{k}=n\right\} z^{n}=1-e^{\sum_{n=1}^{\infty} \frac{z^{n}}{n} P\left\{\tau_{n}>0\right\}} \tag{193}
\end{equation*}
$$

for $|z|<I$.

If we define $x_{k}=\tau_{\tau_{k}}-\zeta_{\tau_{k-1}}$ for $k=1,2, \ldots$, then $x_{1}, x_{2}, \ldots, x_{k}, \ldots$ is a sequence of mutually independent and identically distributed positive random variables. If we consider the randan variables $x_{1}, x_{2}, \ldots, x_{k}, \ldots$ as recurrence times, then by Definition $I$ they too determine a recurrent process. By Theorem 19.4 we have

$$
\begin{equation*}
E\left\{e^{-s x_{K_{k}}}=1-e^{-\sum_{n=1}^{\infty} \frac{1}{n} \frac{1}{N}\left(e^{-s r_{n}} \delta\left(r_{n}>0\right)\right\}}\right. \tag{194}
\end{equation*}
$$

for $\operatorname{Re}(s) \geq 0$ where $\delta\left(\zeta_{n}>0\right)$ is the indicator variable of the event $\zeta_{\mathrm{n}}>0$.

Finally, we note that Theorem 6 and Theorem 7 can be extended for an infinite sequence of mutually independent and identically distributed real random variables $\xi_{1}, \xi_{2}, \ldots, \xi_{\mathrm{n}}, \ldots$ which are not necessarily positive. Let $P_{m}\left\{\xi_{n} \leq x\right\}=F(x)$ and define $\zeta_{n}=\xi_{1}+\xi_{2}+\ldots+\xi_{n}$ for $n=1,2, \ldots$.

VII-106

Denote by $M(x, h)$ the expected number of integers $r_{1}=1,2, \ldots$ for which $x<\zeta_{n} \leq x+h$, that is

$$
\begin{equation*}
M(x, h)=\sum_{n=1}^{\infty} P\left\{x<\zeta_{n} \leq x+h\right\} \tag{195}
\end{equation*}
$$

Let

$$
\begin{equation*}
a=\int_{-\infty}^{\infty} x d F(x) \tag{196}
\end{equation*}
$$

where $a=+\infty$ or $a=-\infty$ is allowed.

If $F(x)$ is a lattice distribution function with step $d$ ana if

(197)

$$
\lim _{x \rightarrow \infty} \mathbb{M}(x, d)=\frac{d}{a}
$$

where $1 / a=0$ for $a=+\infty$, and

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} M(x, d)=0 \tag{198}
\end{equation*}
$$

The case $a<0$ can be obtained by symmetry. This result generalizes Theorem 6.

If $F(x)$ is not a latice distribution function and if $a>0$, then

$$
\begin{equation*}
\lim _{x \rightarrow \infty} M(x, h)=\frac{h}{a} \tag{199}
\end{equation*}
$$

for any $h>0$ where $1 / a=0$ for $a=+\infty$, and

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} M(x, h)=0 \tag{200}
\end{equation*}
$$

for any $h>0$. The case $a<0$ can be obtained by symmetry. This' result
generalizes Theorem 7 .

The above extensions of Theorem 6 and Theorem 7 were given in 1952 and in 1953 by K. L. Chuns and H. Pollard [192], K. L. Chung and J. Wolfowitz [193] and D. Blackwell [188].

In conclusion of this section we shall define the notion of a compound recurrent process.

Definition 2. Let $\{v(t), 0 \leq t<\infty\}$ be a recurrent process as we defined in Definition 1 . Iet $x_{1}, x_{2}, \ldots, x_{i}, \ldots$ be a sequence of mutually independent and identically distributed real random variables which are independent of the process $\{v(t), 0 \leq t<\infty\}$. Let us define

$$
\begin{equation*}
x(t)=\sum_{1 \leq i \leq \nu(t)} x_{i} \tag{201}
\end{equation*}
$$

for $t \geq 0$. We say that $\{x(t), 0 \leq t<\infty\}$ is a compound recurrent process.

Denote by $\theta_{1}, \theta_{2}, \ldots, \theta_{n}, \ldots$ the successive recurrence times in the process. Let $\underset{\sim}{P}\left\{\theta_{n} \leqq X\right\}=F(x)$ and $\underset{m}{P}\left\{X_{i} \leqq X\right\}=H(x)$.

If we know $F(x)$ and $H(x)$, then the distribution function of $x(t)$ can be obtained by the following formula
(202)

$$
\underset{\sim}{P}\{x(t) \leq x\}=\sum_{n=0}^{\infty}\left[F_{n}(t)-F_{n+1}(t)\right] H_{n}(x)
$$

where $F_{n}(x)$ and $H_{n}(x)$ denote the $n$-th iterated convolutions of $F(x)$ and $H(x)$ respectively, and $F_{0}(x)=H_{0}(x)=1$ for $x \geq 0$ and $F_{0}(x)=H_{0}(x)=0$ for $x<0$.

If both $\mathrm{F}(\mathrm{x})$ and $\mathrm{H}(\mathrm{x})$ belong to the domain of attraction of a stable distribution function, then by suitable normalization $x(t)$ has a limiting distribution as $t \rightarrow \infty$.

Let us suppose that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{\frac{\theta_{1}+\ldots+\theta_{n}-A_{1}(n)}{A_{2}(n)} \leqq x\right\}=P\{\theta \leqq x\} \tag{203}
\end{equation*}
$$

ana

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{\frac{x_{1}{ }^{q} \ldots+x_{n}-B_{1}(n)}{B_{2}(n)} \leqq x\right\}=P\{x \leqq x\} \tag{204}
\end{equation*}
$$

where $\lim _{n \rightarrow \infty} A_{2}(n)=\infty$ and $\lim _{n \rightarrow \infty} B_{2}(n)=\infty$, and $\theta$ and $x$ are independent random variables. If $\mathrm{F}(\mathrm{x})$ and $\mathrm{H}(\mathrm{x})$ belong to the domain of attraction of a stable distribution function, then the limiting distributions (203) and (204) can be obtained by Theorem 44.6 and by Theorem 44.8. If (203) is satisfied, then we can find normalizing functions $C_{1}(t)$ and $C_{2}(t)$ such that $\mathrm{C}_{2}(\mathrm{t}) \rightarrow \infty$ as $\mathrm{t} \rightarrow \infty$ and

$$
\begin{equation*}
\left.\left.\lim _{t \rightarrow \infty} \operatorname{pr}_{x \rightarrow} \frac{v(t)-C_{1}(t)}{C_{2}(t)} \leqq x\right\}=\operatorname{Pim}_{m} \leqq x\right\} \tag{205}
\end{equation*}
$$

where the random variable $\lambda^{\nu}$ depends on $\theta$. The limiting distribution (205) can be obtained by Theorems 1, 2 and 3 in this section. Finally, by Theorem 45.2 or by using the same method which we used in proving Theorem 45.2 we can conclude that there are nomalizing functions $D_{1}(t)$ and $D_{2}(t)$ such that $D_{2}(t) \rightarrow \infty$ as $t \rightarrow \infty$ and a distribution function $Q(x)$ such that
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(206)

$$
\left.\lim _{t \rightarrow \infty} \operatorname{pp}_{x \rightarrow \infty} \frac{x(t)-D_{1}(t)}{L_{2}(t)} \leq x\right\}=Q(x)
$$

Let us assume that in (203) $A_{1}(n)=A_{1} n$ and $A_{2}(n)=A_{2} n^{a}$ where $A_{2}>0$, and $a>0$ for $A_{1}=0$ and $0<a<1$ for $A_{1}>0$. Furthermore, in (204) let $B_{1}(n)=B_{1} n$ and $B_{2}(n)=B_{2} n^{b}$ where $B_{2}>0$, and $b>0$ for $\mathrm{B}_{1}=0$ and $0<\mathrm{b}<I$ for $\mathrm{B}_{1}>0$. In this case, in (205) we have $C_{1}(t)=C_{1} t$ and $C_{2}(t)=C_{2} t^{c}$ where the constants $C_{1}, C_{2}$ and $c$ and the random variable $v$ are given in Table $I$.

TABLE I

| $A_{1}$ | $C_{1}$ | $C_{2}$ | $c$ | $\nu$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $1 / A_{2}^{I / a}$ | $I / a$ | $\theta^{-l / a}$ |
| $>0$ | $1 / A_{1}$ | $A_{2} / A_{1}^{I+a}$ | $a$ | $-\theta$ |

Now by Theorem 45.2 we can conclude that in (206) $D_{1}(t)=D_{1} t$ and $D_{2}(t)=D_{2} t^{d}$ where the constants $D_{1}, D_{2}, d$ and the distribution function $Q(x)$ are given in Table II.

| $B_{1}$ | $\mathrm{C}_{1}$ | ( $\mathrm{b}, \mathrm{c}$ ) | $\mathrm{D}_{1}$ | $\mathrm{D}_{2}$ | d | Q(x) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | - | 0 | $\mathrm{B}_{2} \mathrm{C}_{2}{ }^{\text {b }}$ | bc | $\underset{m}{P}\left\{x \nu^{b} \leq x\right\}$ |
| $>0$ | 0 | - | 0 | $\mathrm{B}_{1} \mathrm{C}_{2}$ | $c$ | $\underset{m}{P}\{\nu \leq x\}$ |
| 0 | $>0$ | - | 0 | $\mathrm{B}_{2} \mathrm{C}_{1}{ }^{\mathrm{b}}$ | b | $\underset{m}{ }\{x \leq x\}$ |
| $>0$ | $>0$ | b<c | $\mathrm{B}_{1} \mathrm{C}_{1}$ | $\mathrm{B}_{1} \mathrm{C}_{2}$ | c | $\underset{m}{P}\{\nu \leq x\}$ |
| > 0 | $>0$ | $\mathrm{b}=\mathrm{c}$ | $\mathrm{B}_{1} \mathrm{C}_{1}$ | 1 | b | $\underset{m}{P}\left\{B_{2} C_{2} v+B_{2} C_{1}{ }^{\text {b }} x \leq x\right\}$ |
| $>0$ | $>0$ | $b>c$ | $\mathrm{B}_{1} \mathrm{C}_{1}$ | $\mathrm{B}_{2} \mathrm{C}_{1}{ }^{\mathrm{b}}$ | b | $\mathrm{m}_{\mathrm{m}}\{\mathrm{x} \leq \mathrm{x}\}$ |

In the particular case wher $\underset{m}{E}\left\{\theta_{n}\right\}=a, \operatorname{En}\left\{x_{n}\right\}=b$, and $\operatorname{Var}\left\{\theta_{n}\right\}=\sigma_{a}^{2}$ and $\operatorname{Var}\left\{x_{n}\right\}=\sigma_{b}^{2}$ are finite positive numbers we have
(207)

$$
\lim _{n \rightarrow \infty}{\underset{\sim}{m}}\left\{\frac{\theta_{1}+\ldots+\theta_{n}-n a}{\sigma_{a} \sqrt{n}} \leq x\right\}=\Phi(x)
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{\frac{x_{1}+\ldots+x_{n}-n b}{\sigma_{b} \sqrt{n}} \leq x\right\}=\Phi(x) \tag{208}
\end{equation*}
$$

where $\Phi(x)$ is the nomal distribution function. Now by the 5 -th statement of Table II we can conclude that
(209)

$$
\lim _{t \rightarrow \infty} P\left\{\frac{x(t)-\frac{b t}{a}}{\sqrt{t}} \leq x\right\}=P\left\{\frac{a \sigma_{b} x-b \sigma_{\alpha} \epsilon}{a^{3 / 2}} \leq x\right\}
$$
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where $x$ and $\theta$ are independent random variables with distribution functions $\underset{m}{P}\{X \leq X\} \doteq P\{\theta \leq X\}=\Phi(x)$. Hence it follows that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \underset{\sim}{p}\left\{\frac{x(t)-(b t / a)}{\left[\left(a^{2} \sigma_{b}^{2}+b^{2} \sigma_{a}^{2}\right) t / a^{3}\right]^{1 / 2}} \leq x\right\}=\Phi(x) . \tag{210}
\end{equation*}
$$

As another example, let us suppose that $\left\{\theta_{n}\right\}$ and $\left\{x_{n}\right\}$ are positive random variables for which

$$
\begin{equation*}
\lim _{x \rightarrow \infty} P\left\{\theta_{n}>x\right\} x^{\alpha} 1=a_{1} \tag{211}
\end{equation*}
$$

where $0<\alpha_{1}<I$ and $a_{1}>0$, and

$$
\begin{equation*}
\lim _{x \rightarrow \infty^{\infty}} P\left\{x_{r 1}>x\right\} x^{\alpha_{2}}=a_{2} \tag{212}
\end{equation*}
$$

where $0<\alpha_{2}<1$ and $a_{2}>0$. Then
(213)

$$
\lim _{n \rightarrow \infty} P_{n}\left\{\frac{\theta_{1}+\ldots+\theta_{n}}{\left(n a_{1}\right)} \leq x\right\}=R_{1}(x)
$$

where $R_{1}(x)$ is a stable distribution function of type $S\left(\alpha_{1}, 1, \Gamma\left(1-\alpha_{1}\right) \cos \frac{\alpha_{1}{ }^{\pi}}{2}, 0\right)$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{n}\left\{\frac{x_{1}+\ldots+x_{n}}{\left(n a_{2}\right)^{1 / \alpha_{2}}} \leqq x\right\}=R_{2}(x) \tag{214}
\end{equation*}
$$

where $R_{2}(x)$ is a stable distribution function of type $S\left(\alpha_{2}, I, I\left(1-\alpha_{2}\right) \cos \frac{\alpha_{2}^{\pi}}{2}, 0\right)$. Then by the first statement of Irable II we obtain that

$$
\begin{equation*}
\left.\lim _{t \rightarrow \infty} \min _{\left(a_{2} t^{1} / a_{1}\right)^{1 / \alpha_{2}}}^{x} \leq x\right\}=Q_{2}(x) \tag{2.5}
\end{equation*}
$$

where
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$$
\begin{equation*}
Q(x)=\underset{m}{P}\left\{x \theta^{-\alpha_{1} / \alpha_{2}} \leq x\right\} \tag{216}
\end{equation*}
$$

and $\theta$ and $x$ are independent random variables for which $P\{\theta \leq x\}=R_{I}(x)$ and $\underset{\text { in }}{ } \mathrm{P}\{\mathrm{x} \leqq \mathrm{X}\}=\mathrm{R}_{2}(\mathrm{x})$.

It is instructive to deduce (215) directly. Let $\left.\underset{m}{E\left\{e^{-s \theta} n\right.}\right\}=\phi(s)$ and $E\left\{e^{-s x_{n}}\right\}=\psi(s)$ for $\operatorname{Re}(s) \geqslant 0$. Then by (202) we have

$$
\begin{equation*}
q \int_{0}^{\infty} e^{-q t} E\left\{e^{-s x(t)}\right\} d t=\frac{1-\phi(g)}{1-\phi(q) \psi(s)} \tag{217}
\end{equation*}
$$

for $\operatorname{Re}(q)>0$ and $\operatorname{Fe}(s) \geq 0$. Now let us define a random variable $v$ in such a way that $v$ and $\{x(t)\}$ are independent and
(218) $\underset{m}{P}\{v \leqq x\}= \begin{cases}1-e^{-x} & \text { for } x \geqq 0, \\ 0 & \text { for } x<0,\end{cases}$

Then by (217) we have

$$
\begin{equation*}
E\left\{e^{-s x(v / q)}\right\}=\frac{1-\phi(q)}{1-\phi(q) \psi(s)} \tag{219}
\end{equation*}
$$

for $q>0$ and $\operatorname{Re}(s) \geq 0$. Since

$$
\begin{equation*}
1-\phi(s)=a_{1} \Gamma\left(1-\alpha_{1}\right) s^{\alpha_{1}}+o\left(s^{\alpha_{1}}\right) \tag{220}
\end{equation*}
$$

and

$$
\begin{equation*}
1-\psi(s)=a_{2} \Gamma\left(l-\alpha_{2}\right) s^{\alpha_{2}}+o\left(s^{\alpha}\right) \tag{221}
\end{equation*}
$$

as $s \rightarrow+0$, it follows from (219) that
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(222) $\quad \lim _{q \rightarrow+0} E\left\{e^{-S q}{ }^{\alpha_{1} / \alpha_{2}} x(\nu / q)\right\}=\frac{a_{1} \Gamma\left(1-\alpha_{1}\right)}{a_{1} \Gamma\left(1-\alpha_{1}\right)+a_{2} \Gamma\left(1-\alpha_{2}\right) s^{\alpha_{2}}}$
for $\operatorname{Re}(5) \geq 0$. Fhom (217) we can deduce that (215) exists, and if we write

$$
\begin{equation*}
\Omega(s)=\int_{0}^{\infty} e^{-s x} d Q(x) \tag{223}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqq 0$, then we have

$$
\begin{equation*}
\int_{0}^{\infty} \Omega\left(\operatorname{sx}^{\alpha_{1} / \alpha_{2}}\right) e^{-x} d x=\frac{\Gamma\left(1-\alpha_{1}\right)}{\Gamma\left(1-\alpha_{1}\right)+\Gamma\left(1--\alpha_{2}\right) s^{\alpha_{2}}} \tag{224}
\end{equation*}
$$

for $\operatorname{Re}(s) \geq 0$. From (224) by inversion we obtain that,

$$
\begin{equation*}
\Omega(s)=E_{\alpha_{1}}\left(-\frac{\Gamma\left(1-\alpha_{2}\right) s^{\alpha_{2}}}{\Gamma\left(1-\alpha_{1}\right)}\right) \tag{2.25}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqslant 0$ where $\mathrm{E}_{\alpha}(z)$ is the Mittag- Leffler function defined by

$$
\begin{equation*}
E_{\alpha}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k \alpha+1)} \tag{226}
\end{equation*}
$$

for $0<\alpha<1$.

If $\theta$ and $x$ are independent random variables for which $P\{\theta \leq x\}=$ $R_{1}(x)$ and $P\{x \leqq x\}=R_{2}(x)$, then by (42.171) we have

$$
\begin{equation*}
E\left\{e^{-s x}\right\}=e^{-s^{\alpha} \Gamma\left(1-\alpha_{2}\right)} \tag{227}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqslant 0$, and by (42.181)
(228)

$$
\underset{m}{E\left\{e^{-s \theta^{-\alpha_{1}}}\right\}}=E_{\alpha_{1}}\left(-\frac{s}{\Gamma\left(1-\alpha_{1}\right)}\right)
$$

for $\operatorname{Re}(s) \geq 0$. Thus (225) can also be expressed as
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$$
\begin{equation*}
\Omega(s)=E\left\{e^{-s x \theta^{-\alpha_{1} / \alpha_{2}}}\right\} \tag{229}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqq 0$. This is in agreement with (216).

Note 3. If in Definition 2 we do not require that the sequences $\left\{\theta_{n}\right\}$ and $\left\{x_{n}\right\}$ be independent, then we arrive at the notion of a generalized compound recurrent process $\{x(t), 0 \leqq t<\omega\}$. If $\left(\theta_{n}, x_{n}\right)(n=1,2, \ldots)$ are indeperdent and identically distributed vector variables and if $\mathrm{P}_{\mathrm{m}}\left\{\theta_{\mathrm{n}}>0\right\}=1$. and

$$
\begin{equation*}
E\left\{e^{-q \theta_{n}-s x_{n}}=\psi(q, s)\right. \tag{230}
\end{equation*}
$$

for $\operatorname{Re}(q) \geqslant 0$ and $\operatorname{Re}(s)=0$, then we have

$$
\begin{equation*}
q \int_{0}^{\infty} e^{-q t} E t e^{-s x(t)_{j d t}=\frac{1-\psi(q, 0)}{1-\psi(q, s)}} \tag{231}
\end{equation*}
$$

for $\operatorname{Re}(q)>0$ and $\operatorname{Re}(s)=0$. If $P\left\{x_{n}>0\right\}=1$, then (230) and (231) hold for $\operatorname{Re}(s) \geq 0$ too.

In several cases we can easily determine the asymptotic distribution of $x(t)$ as $t \rightarrow \infty$ by using (231). As an example let us suppose that $P\left\{x_{n}>0\right\}=1$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{\frac{\theta_{1}+\ldots+\theta_{n}}{n^{a}} \leqq x, \frac{x_{1}+\ldots+x_{n}}{n_{1}^{b}} \leqq y\right\}=F(x, y) \tag{232}
\end{equation*}
$$

where $a>1$ and $b>1$. Let

$$
\begin{equation*}
\Phi(q, s)=\int_{0}^{\infty} \int_{0}^{\infty} e^{-q x-s y} d_{x} d y F(x, y) \tag{233}
\end{equation*}
$$
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for $\operatorname{Re}(q) \geqq 0$ and $\operatorname{Re}(s) \geqq 0$. Ey (232) we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[\psi\left(\frac{q}{n^{a}}, \frac{s}{n^{b}}\right)\right]^{n}=\Phi(q, s) \tag{234}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[\psi\left(\frac{q}{n^{a}}, \frac{s}{n_{b}^{b}}\right)-1\right]=\log \Phi(q, s) \tag{235}
\end{equation*}
$$

for $\operatorname{Re}(q) \geqslant 0$ and $\operatorname{Re}(s) \geqq 0$.

If $v$ is a random variable which has the distribution (218) and which is independent of $\{x(t), 0 \leq t<\infty\}$, then by (231) we have

$$
\begin{equation*}
E\left\{e^{-s x(v / q)}\right\}=\frac{1-\psi(q, 0)}{1-\psi(q, s)} \tag{236}
\end{equation*}
$$

for $q>0$ and $\operatorname{Re}(s) \geq 0$. Hence
(237) $\lim _{q \rightarrow 0} E\left\{e^{-s q^{b / a}} x(v / q)\right\}=\lim _{q \rightarrow 0} \frac{[1-\psi(q, 0)] q^{-1 / a}}{\left[1-\psi\left(q, s q^{b / a}\right)\right] q^{-1 / a}}=\frac{\log \Phi(1,0)}{\log \Phi(1, s)}$
for $\operatorname{Re}(s) \geq 0$. From (231) we can deduce that

$$
\begin{equation*}
\operatorname{iim}_{t \rightarrow \infty^{\infty}}\left\{\frac{x(t)}{t^{b / a}} \leqq x\right\}=Q(x) \tag{238}
\end{equation*}
$$

exists, and if

$$
\begin{equation*}
\Omega(s)=\int_{0}^{\infty} e^{-s x} d Q(x) \tag{239}
\end{equation*}
$$

for $\operatorname{Re}(s) \geq 0$, then

$$
\begin{equation*}
\int_{0}^{\infty} s\left(s x^{b / a}\right) e^{-x} d x=\frac{\log \Phi(1,0)}{\log \Phi(1, s)} \tag{240}
\end{equation*}
$$

VII-111e
for $\operatorname{Re}(s) \geq 0$. From (240) $\Omega(s)$ can be obtained by inversion.

If we suppose that $\xi, \eta_{1}, \eta_{2}$ are mutually independent random variables for which $P\{\xi \leqq x\}=Q(x)$ and $P\left\{\eta_{I} \leqq x\right\}=P\left\{\eta_{2} \leqq x\right\}=1-e^{-x}$ for $x \geqslant 0$, then by (240) we obtain that

$$
\begin{equation*}
\underset{m}{P}\left\{\xi r_{1}^{b / a} n_{2}^{-1} \leqq x\right\}=\frac{\log \Phi(1,0)}{\log \Phi(1,1 / x)} \tag{241}
\end{equation*}
$$

for $x>0$. By (241) we have
(242) $\quad E\left\{\xi^{s}\right\} E\left\{n_{1}^{b s / a}\right\} \underset{m}{ }\left\{n_{2}^{-s}\right\}=\int_{0}^{\infty} x^{s} d \frac{\log \Phi(1,0)}{\log \Phi(1,1 / x)}$,
or

$$
\begin{equation*}
E\left\{\xi^{s}\right\}=\frac{1}{\Gamma(1-s) \Gamma\left(1+\frac{b s}{a}\right)} \int_{0}^{\infty} x^{s} d \frac{\log \Phi(1,0)}{\log \Phi(1,1 / x)} \tag{243}
\end{equation*}
$$

for sufficiently small $|\operatorname{Re}(s)|$ and hence $P\{\xi \leq x\}=Q(x)$ can be obtained by Mellin's inversion formula.

We note that if $\underset{\sim}{P}\{\theta \leq x, X \leq y\}=F(x, y), \underset{\sim}{P}\left\{\eta_{1} \leq x\right\}=\underset{\sim}{P}\left\{n_{2} \leq x\right\}=$ $1-e^{-x}$ for $x \geq 0$, and $(\theta, x), \eta_{1}, \eta_{2}$ are mutually independent, then by (233) we have
(244) $P\left\{\theta \eta_{I}^{-1} \leqq x, x \eta_{2}^{-1} \leqq y\right\}=\int_{0}^{\infty} \int_{0}^{\infty} P\{\theta \leqq x u, x \leqq y v\} e^{-(u+v)} d u d v=\Phi\left(\frac{1}{x}, \frac{1}{y}\right)$
for $x>0$ and $y>0$. If we introduce the notation
(245)

$$
U(s)=\frac{\log \Phi(1, s)}{\log \Phi\left(1, \frac{0}{0}\right)}
$$

for $\operatorname{Re}(s) \geqslant 0$ and if we take into consideration
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that

$$
\begin{equation*}
\frac{\log \Phi\left(z, s z^{b / a}\right)}{\log \Phi(z, 0)}=U(s) \tag{246}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqslant 0$ and $\operatorname{Re}(z)>0, \log \Phi(s, 0)=-A s^{1 / a}$ and $\log \Phi(0, s)=$ $-\mathrm{Bs}^{1 / \mathrm{b}}$ for $\operatorname{Re}(\mathrm{s}) \geqq 0$ where $A>0$ and $B>0$, then we can prove that

$$
\begin{equation*}
\underset{m}{P}\left\{x \theta^{-b / a} r_{1}^{b / a} n_{2}^{-1} \leqq x\right\}=\int_{u} \int_{v / a \leq x} d_{u} a_{v} \Phi\left(\frac{1}{\bar{u}}, \frac{1}{v}\right)= \tag{247}
\end{equation*}
$$

$$
=1-\frac{b U^{\prime}(1 / x)}{\operatorname{XU}(1 / x)}
$$

for $x>0$.

By (2.41) and (247) we can conclude that $Q(x)=\underset{\sim}{P}\{\xi \leq x\}=P\left\{x \theta^{-b / a} \leqq x\right\}$ if and only if

$$
\begin{equation*}
U(x)-b x U(x)=1 \tag{248}
\end{equation*}
$$

for $x>0$ and $\lim _{x \rightarrow \infty} U(x) x^{-b / a}=B / A$. These conditions are satisfied if and only if

$$
\begin{equation*}
U(x)=1+\frac{B}{A} x^{1 / b} \tag{249}
\end{equation*}
$$

or

$$
\begin{equation*}
\Phi(q, s)=e^{-A q^{1 / a}-B s^{1 / b}} \tag{250}
\end{equation*}
$$
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50. Brownian Motion and Causician Processes.

The notion of the Brownian motjon process is based on the definition of the normal distribution. We say that a random variaile $\xi$ has a normal distribution of type $N\left(a, \sigma^{2}\right)$ where $\sigma$ is a positive number, if

$$
\begin{equation*}
\underset{\sim}{P}\{\xi \leqq x\}=\Phi\left(\frac{x-a}{\sigma}\right) \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-u^{2} / 2} d u \tag{2}
\end{equation*}
$$

The parameters a and $\sigma^{2}$ have simple probability interpretations. We have $E\{\xi\}=a$ and $\operatorname{Var}\{\xi\}=\sigma^{2}$.

The nomal distribution has its origin in the investigations of A. De Moivre [ 325 ], P.S. Laplace [ 351] and C. F. Gauss [336]. See the discussion at the beginnirg of Section 39.

Definition 1. We say that a family of real random variables $\{\xi(u)$, $0 \leqq u<\infty\}$ forms a Brownian motion process if the following conditions are satisfied:
(i) For $k=2,3, \ldots$ and for any $0 \leq t_{0}<t_{1}<\ldots<t_{k}$ the random variables $\xi\left(t_{1}\right)-\xi\left(t_{0}\right), \xi\left(t_{2}\right)-\xi\left(t_{1}\right), \ldots, \xi\left(t_{k}\right)-\xi\left(t_{k-1}\right)$ are mutually independent.

$$
\text { (ii) } \underset{\sim}{P}\{\xi(0)=0\}=1
$$
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(iii) For $0 \leqq u<u+t$ we have
(3)

$$
\underset{m}{P}\{\xi(u+t)-\xi(u) \leqq x\}=\Phi\left(\frac{x}{\sqrt{t}}\right)
$$

where $\Phi(x)$ is given by (2).

By Theorem 47.1 we can conclude that the above defined process $\{\xi(u)$, $0 \leqq u<\infty\}$ indeed exists. The conditions (i), (ii), (iii) uniquely determine the finite dimensional distribution functions of the process and these distribution functions are consistent.

By Theorem 47.2 we may assume without loss of generality that the process $\{\xi(t), O \leq t<\infty\}$ is separable.

The stochastic process $\{\xi(u), 0 \leq u<\infty\}$ was introduced in 1900 by L, Bachelier [32] ] in studying the fluctuations of prices in a stock exchange. The process $\{\xi(u), 0 \leq u<\infty\}$ also appears in the theory of random walks and in studying the phenomenon of Brownian motion. (See Section 37.) The first rigorous mathenatical description of the Brownian motion was given in 1923 by N. Wiener [ 370]. See also P. Lévy [352 ], K. Itô and H. P. McKean [342], and D. Freedman [334].

Let us define

$$
\begin{equation*}
\zeta(u)=a u+\sigma \xi(u) \tag{4}
\end{equation*}
$$

for $0 \leqq u<\infty$ where $\{\xi(u), 0 \leqq u<\infty\}$ satisfies the conditions (i), (ii), (iii) and a is a real nunber and $\sigma$ is a positive real number. Then $\{\underline{\zeta}(u)$, $0 \leqq u<\infty\}$ too satisfies corditions (i) and (ii) and we have
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$$
\begin{equation*}
\operatorname{P}_{m}\{\zeta(u+t)-\zeta(u) \leqq x\}=\Phi\left(\frac{x-a t}{\sigma \sqrt{t}}\right) \tag{5}
\end{equation*}
$$

for $0 \leqq u<u+t$. The process $\{\zeta(u), 0 \leqq u<\infty\}$ is called a general Brownian motion process.

The following theorem was essentially found in 1923 by N. Wiener [370]. See also I. L. Doob [ 30 p. 393].

Theorern l. Almost all semple functions of a separable Brownian motion process are cortinuous.

Proof. Let $(\Omega, B, P)$ be a probability space and $\xi(u)=\xi(u, w)$ $(0 \leqq u<\infty, \omega \varepsilon \Omega)$ a family of random variables which satisfies conditions (i), (ii), (iii). If we suppose that $\{\xi(u), 0 \leqq u<\infty\}$ is a separable process, then $\sup \xi(u)$ is a randon variable for every $t \geqq 0$, ard we have $0 \leq u \leq t$
the inequality

$$
\begin{equation*}
\underset{\sim}{P}\left\{\sup _{O \leqq 1 \leq t} \xi(u)>x\right\} \leqq 2 P\{\xi(t)>x\} \tag{6}
\end{equation*}
$$

for every $x$. We shall prove that for any $k=2,3, \ldots$ and for any $t_{0}=0<t_{1}<\ldots<t_{k}=t$ we have

$$
\begin{equation*}
\underset{\sim}{P}\left\{\max _{O \leq j \leq n} \xi\left(t_{j}\right)>x\right\} \leqq \underset{m}{2 P}\{\xi(t)>x\} . \tag{7}
\end{equation*}
$$

Since the process $\{\xi(u), 0 \leq u<\infty\}$ is separable, therefore (7) implies (6).

The inequality (7) follows from the following two inequalities. Pirst,
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evidently we have

$$
\begin{equation*}
\underset{\sim}{P}\left\{\max _{O \leq j \leqq n} \xi\left(t_{j}\right)>x, \xi(t)>x\right\}=\underset{m}{P}\{\xi(t)>x\} \tag{8}
\end{equation*}
$$

for every $x$. Second, if we define $v$ as the smallest $j=0,1, \ldots, n$ (if any) for which $\xi\left(t_{j}\right)>x$, then we can write that

$$
\begin{align*}
& \underset{0 \leq j \leqq n}{P}\left\{\max \left(t_{j}\right)>x, \xi(t) \leq x\right\}=\sum_{j=0}^{n-1} P\{v=j, \xi(t) \leq x\} \leq \\
\leq & \sum_{j=0}^{n-1} P\left\{v=j, \xi(t)-\xi\left(t_{j}\right)<0\right\}=\sum_{j=0}^{n-1} P\{v=j\} P\left\{\xi(t)-\xi\left(t_{j}\right)<0\right\}=  \tag{9}\\
= & \sum_{j=0}^{n-1} P\{v=j\} P\left\{\xi(t)-\xi\left(t_{j}\right)>0\right\}=\sum_{j=0}^{n-1} P\left\{v=j, \xi(t)-\xi\left(t_{j}\right)>0\right\} \\
\leq & \sum_{j=0}^{n-1} P\{v=j, \xi(t)>x\} \leq P\{\xi(t)>x\}
\end{align*}
$$

for every $x$. If we add (8) and (9), then we obtain (7).

From (6) it follows that

$$
\underset{\sim}{P}\left\{\sup _{0 \leq u \leq t}|\xi(u)|>x\right\} \leqq 4 P\{\xi(t)>x\}=4[1-\Phi(x)]=
$$

(10)

$$
=\frac{4}{\sqrt{2 \pi}} \int_{x / \sqrt{t}}^{\infty} e^{-u^{2} / 2} d u<\frac{4 \sqrt{t}}{\sqrt{2 \pi} x} \int_{x / \sqrt{t}}^{\infty} u e^{-u^{2} / 2} d u=\frac{4 \sqrt{t} e^{-x^{2} / 2 t}}{\sqrt{2 \pi} x}
$$

for $x>0$.

Let

$$
\begin{equation*}
A_{n}=\left\{\omega: \sup \left|\xi(u, \omega)-\xi\left(\frac{j}{n}, \omega\right)\right|>\frac{1}{n^{1 / 4}} \text { for }\left|u-\frac{j}{n}\right| \leqq \frac{1}{n} \text { and } j=1,2, \ldots, n^{2}\right\} \tag{11}
\end{equation*}
$$

for $n=1,2, \ldots$ and denote by $A^{*}$ the event that infinitely many events occur in the sequence $A_{1}, A_{2}, \ldots, A_{n}, \ldots$.

Now by (6) we can write that

$$
\begin{equation*}
P\left\{A_{n}\right\} \leqq n^{2} P\left\{\sup \left|\xi(u)-\xi\left(\frac{j}{n}\right)\right|>\frac{1}{n^{1 / 4}} \text { for }\left|u-\frac{j}{n}\right| \leqq \frac{1}{n}\right\} \leqq \tag{12}
\end{equation*}
$$

$$
\leq 2 n^{2} P\left\{\sup _{0 \leq u \leq \frac{1}{n}}|\boldsymbol{\xi}(u)|>\frac{1}{n^{1 / 4}}\right\} \leq \frac{8 n^{7 / 4}}{\sqrt{2 \pi}} e^{-\sqrt{n} / 2} .
$$

Since

$$
\begin{equation*}
\sum_{n=1}^{\infty} \bigcup_{n}\left\{A_{n}\right\}<\infty \tag{13}
\end{equation*}
$$

therefore by Theorem 41.1 it follows that $\underset{\operatorname{P}}{\{ }\left\{A^{*}\right\}=0$.

Accordingly, if $\omega \notin A^{*}$, then

$$
\begin{equation*}
\left|\xi(u, \omega)-\xi\left(\frac{j}{n}, \omega\right)\right| \leqq \frac{1}{n^{1 / 4}} \text { for }\left|u-\frac{j}{n}\right| \leqq \frac{1}{n} \text { and } j=1,2, \ldots, n^{2} \tag{14}
\end{equation*}
$$

for every $n=1,2, \ldots$ except a finite number of $n ' s$.

Thus if $\omega \notin A^{*}$, then for any $\varepsilon>0$ and $t>0$ there exists a $\delta=\delta(\varepsilon, t, \omega)$ such that $|\xi(u, \omega)-\xi(v, \omega)|<\varepsilon$ whenever $|u-v|<\delta$ and $u \varepsilon[0, t], V \varepsilon[0, t]$. For each $\omega \notin A^{*}$ let us choose an $n=n(\omega)$ such that $n>(2 / \varepsilon)^{4}$ and $n>t$ and (14) is satisfied and let $\delta=1 / n$. If $|u-v|<\delta$, then there is a $j=I, 2, \ldots, n^{2}$ such that $\left|u-\frac{j}{n}\right| \leq \delta$ and $\left|v-\frac{j}{n}\right| \leq \delta$, and thus by (14) we have $|\xi(u, w)-\xi(v, w)| \leq 2 / n^{1 / 4}<\varepsilon$. This
completes the proof of the theorem.

Theorem 1 makes it possible to define a Browian motion process in the following way. Let $\Omega$, the sample space, be the set of all those continuous functions $w(u)$ defined on the interval $[0, \infty)$ for which $w(0)=0$. Let $B$ be the smallest $\sigma$-algebra which contains the sets $A(t, x)=\{\omega(u): \omega(t) \leq x\}$ for all $t \geqq 0$ and $x$. Let $\xrightarrow{P}$ be the probability measure which satisfies

$$
\text { (15) } \underset{\sim}{P}\left\{A\left(t_{1}, x_{1}\right) \ldots A\left(t_{k}, x_{k}\right)\right\}=\int_{\substack{y_{1}+\ldots+y_{r} \leq x_{r} \\(r=1,2, \ldots, k)}} \prod_{i=1}^{k} \phi\left(\frac{y_{i}}{t_{i}-t_{i-1}}\right) \frac{1}{\sqrt{\left(t_{i}-t_{i-1}\right)}} d y_{1} d y_{2} \ldots d y_{k}
$$

for all $t_{0}=0<t_{1}<\ldots<t_{k}$ and $x_{1}, x_{2}, \ldots, x_{k}$ where

$$
\begin{equation*}
\phi(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2} \tag{16}
\end{equation*}
$$

The probability measure $\underset{\sim}{P}$ is uniquely determined for $B$ by (15).

If we define $\xi(u, \omega)=\omega(u)$ for $0 \leqq u<\infty$ and $\omega \varepsilon \Omega$ whenever $\omega=\{\omega(u), 0 \leq u<\infty\}$, then $\{\xi(u, \omega), 0 \leqq u<\infty, \omega \varepsilon \Omega\}$ is a Browrian motion process for which the sample functions are continuous for every $\omega \varepsilon \Omega$.

In what follows if we speak about a Brownian motion process then we may assume without loss of generality that all the sample functions are continuous functions of $u$.

In 1956 G. A. Hunt [ 339 ] demonstrated that a separable Brownian motion process has an important property, the so-called strong Markov property. This property is based on the notion of stopping tine. Let
$\{\xi(u), 0 \leq u<\infty\}$ be a Brownian motion process. A nonnegative random variable $\tau$ is called a stopping time if for every $u \geqq 0$ we have

$$
\begin{equation*}
\{\tau \leqq u\} \in B_{u} \tag{17}
\end{equation*}
$$

where $B_{u}$ is the $\sigma$-algebra generated by the random variables $\{\xi(s)$, $0 \leqq s \leqq u\}$.

Let us denote by A the $\sigma$-algebra which consi.sts of all those events $A \in B$ for which $A \cap\{\tau \leqq u\} \varepsilon B_{u}$ for every $u$.

Theoren 2. Let $\tau$ be a stopping time of a separable Brownian motion process $\{\xi(u), 0 \leqq u<\infty\}$. Let

$$
\begin{equation*}
\xi^{*}(u)=\xi(\tau+u)-\xi(\tau) \tag{18}
\end{equation*}
$$

for $u \geq 0$. Then $\left\{\xi^{*}(u), 0 \leqq u<\infty\right\}$ is also a separable Brownian motion process and $\{\xi(u), 0 \leq u \leq \tau\}$ and $\left\{\xi^{*}(u), 0 \leq u<\infty\right\}$ are independent processes, that is, if $A \in A$ and $B \varepsilon B^{*}$ where $B^{*}$ is the $\sigma$-algebra gererated by the random variables $\left\{\xi^{*}(u), 0 \leqq u<\infty\right\}$, then $A$ and $B$ are independent.

## Proof. Let

$$
\begin{equation*}
B=\left\{\xi^{*}\left(u_{i}\right) \leq x_{i} \text { for } i=1,2, \ldots, r\right\} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
B(s)=\left\{\xi\left(s+u_{i}\right)-\xi(s) \leq x_{i} \text { for } i=1,2, \ldots, r\right\} \tag{20}
\end{equation*}
$$

where $0 \leqq u_{1}<u_{2} \ldots<u_{r}$ and $x_{1}, x_{2}, \ldots, x_{n}$, are real rumbers,
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For each $n=1,2, \ldots$ let us define

$$
\begin{equation*}
\tau_{n}=\frac{k}{n} \text { if } \frac{k-1}{n}<\tau \leqq \frac{k}{n} \text { and } k=0,1,2, \ldots . \tag{21}
\end{equation*}
$$

We can easily see that $\tau_{n}$ is a stopping time for each $n=1,2, \ldots$.

If in (18) we replace $\tau$ by $\tau_{n}$, then let $B_{n}$ the event which corresponds to $B$ given by (19) .

If $A \varepsilon A$ and $B_{n}$ is given by (19) with $\tau=\tau_{n}$, then we have

$$
P\left\{A B_{n}\right\}=\sum_{k=0}^{\infty} P\left\{A B_{n} \text { and } \tau_{n}=\frac{k}{n}\right\}=\sum_{k=0}^{\infty} P\left\{A B\left(\frac{k}{n}\right) \text { and } \tau_{n}=\frac{k}{n}\right\}=
$$

$$
\begin{equation*}
=\sum_{k=0}^{\infty} P\left\{A \text { and } r_{n}=\frac{k}{n}\right\} P\left\{B\left(\frac{k}{n}\right)\right\}=\underset{n}{P}\{A\} P\{B(0)\} \tag{22}
\end{equation*}
$$

because $\underset{\sim}{P}\{B(s)\}=\underset{\sim}{P}\{B(0)\}$ for all $s \geq 0$. Since the sample functions are continuous with probability 1 it follows that $\lim _{n \rightarrow \infty} P\left\{A B_{n}\right\}=P\{A B\}$ and thus $P\{A B\}=P\{A\} P\{B(0)\}$ for every $A \in A$ and $B$ defined by (19). Consequently $\mathrm{P}\{\mathrm{B}\}=\mathrm{P}\{\mathrm{B}(0)\}$, and A and B are independent. Tris completes the proof of the theorem.

We note that if $\{\xi(u), 0 \leqq u<\infty\}$ is a Brownian motion process and $s$ is any positive number, then $\{\xi(u s) / \sqrt{s}, 0 \leqq u<\infty\}$ is also a Brownian motion process. Furthermore, $\{u \xi(1 / u), 0 \leq u<\infty\}$ is also a Brownian motion process.

If $\xi_{0}, \xi_{1}, \ldots, \xi_{k}, \ldots$ are mutually independent and identically distributed random variables with distribution function $P\left\{\xi_{k} \leqq x\right\}=\Phi(x)$ defined by (2), then
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$$
\begin{equation*}
\xi(t)=t \xi_{0}+\sqrt{2} \sum_{k=1}^{\infty} \frac{\text { sink } t}{k \pi} \xi_{k} \tag{23}
\end{equation*}
$$

is a Brownian motion process on the interval $[0,1]$. Furthemore,

$$
\begin{equation*}
\xi(t)=\sqrt{2} \sum_{k=0}^{\infty} \frac{\sin \left(k+\frac{1}{2}\right) \pi t}{\left(k+\frac{1}{2}\right) \pi} \xi_{k} \tag{24}
\end{equation*}
$$

is also a Brownian motion process on the interval $[0,1]$.

Both in (23) and (24) the sums converge with probability 1 for every $t \varepsilon[0,1]$ and thus $\xi(t)$ is a random variable for every $t \varepsilon[0, t]$.

The representations (23) and (24) can be obtained from some results of N. Wiener [370] and R. E. A. C. Paley and N. Wiener $[69]$ on the harmonic analysis of random functions.

From a more general result of $\mathrm{J}_{\mathrm{L}} \mathrm{L}_{\mathrm{L}}$ Doob [27] we can concluae that the law of large numbers is valid for a Brownian motion process.

Theorem 3. If $\{\xi(u), 0 \leq u<\infty\}$ is a separable Brownian motion process, then

$$
\begin{equation*}
\left.\operatorname{mim}_{t \rightarrow \infty} \frac{\xi(t)}{t}=0\right\}=1 \tag{25}
\end{equation*}
$$

Proof. Since $\xi(n)-\xi(n-1) \quad(n=1,2, \ldots)$ are mutually independent and identically distributed random variables with $\underset{m}{E}\{\xi(n)-\xi(n-1)\}=0$, it follows from Theorem 43.3 that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{E(n)}{n}=0 \tag{26}
\end{equation*}
$$

with probability. On the other hand
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$$
\begin{equation*}
\sup _{n \leq u<n+1}|\xi(u)-\xi(n)| \quad(n=1,2, \ldots) \tag{27}
\end{equation*}
$$

are also mutually independent and identically distributed random variables with expectation
(28) $\underset{\sim}{E}\left\{\sup _{n \cong u<n+1}|\xi(u)-\xi(n)|\right\} \leqq \underset{m}{2 E}\{|\xi(1)|\}=\frac{4}{\sqrt{2 \pi}} \int_{0}^{\infty} x e^{-x^{2} / 2} d x=\frac{4}{\sqrt{2 \pi}} \cdot$

The last inequality follows from (6). Thus by Theorem 43.3 we obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} \sup _{j \leq u<j+1}|\xi(u)-\xi(j)|=\min _{m \leq 1}\left\{\sup _{0 \leqq u<1}|\xi(u)|\right\} \tag{29}
\end{equation*}
$$

with probability 1 , and therefore

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sup _{n \leq u<n+1}|\xi(u)-\xi(n)|=0 \tag{30}
\end{equation*}
$$

with probability 1 . If $n \leq t<n+1$, then

$$
\begin{equation*}
\left|\frac{\xi(t)}{t}-\frac{\xi(n)}{n}\right| \leq \frac{1}{n} \sup _{n \leq t<n+1}|\xi(t)-\xi(n)|+\frac{1}{n^{2}}|\xi(n)| \tag{31}
\end{equation*}
$$

and by (26) and (30) we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\xi(t)}{t}=\lim _{n \rightarrow \infty} \frac{\xi(n)}{n}=0 \tag{32}
\end{equation*}
$$

with probability 1 . This proves (25).

For a Brownian motion process $\{\xi(u), 0 \leq u<\infty\}$ the law of iterated Iogarichm is also valid and we have

See A. Ya. Khintchine [128].

Next we shall define a more general class of stochastic processes which class contains the Brownian motion processes as a particular case. This more general class is the class of Gaussian processes. The definition of a Gaussian process is based on the notion of the multidimensional nomal distribution. Multidimensional normal distributions were studied as early as in 1846 by A. Bravais [ 11 ].

We say that the real random variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ have an n-dimensional normal distribution of type

$$
N\left(\left\|\begin{array}{c}
a_{1}  \tag{34}\\
\vdots \\
a_{n}
\end{array}\right\|,\left\|\begin{array}{ccc}
\sigma_{11} & \cdots & \sigma_{n n} \\
\vdots & & \vdots \\
\sigma_{n l} & \cdots & \sigma_{n n}
\end{array}\right\|\right.
$$

where $a_{1}, a_{2}, \ldots, a_{n}$ are real numbers, $\sigma_{i j}=\sigma_{j i}$ and

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{i j} x_{i} x_{j} \tag{35}
\end{equation*}
$$

is a positive definite quadratic form, if $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ have the joint density function

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{1}{\sqrt{2 \pi D^{n}}} e^{-\frac{1}{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j}\left(x_{i}-a_{j}\right)\left(x_{j}-a_{j}\right) \tag{36}
\end{equation*}
$$

where
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$$
D=\left|\begin{array}{ccc}
\sigma_{11} & \cdots & \sigma_{1 n}  \tag{37}\\
\vdots & & \vdots \\
\sigma_{n 1} & \cdots & \sigma_{n n}
\end{array}\right|
$$

and

$$
\left\|\begin{array}{ccc}
c_{11} & \cdots & c_{1 n}  \tag{38}\\
\vdots & & \vdots \\
c_{n 1} & \cdots & c_{n n}
\end{array}\right\|^{\sigma_{11}} \cdots \cdots \sigma_{1 n} \|^{-1}
$$

The parameters $a_{1}, \ldots, a_{n}$ and $\sigma_{11}, \ldots, \sigma_{n n}$ have simple probability interpretation. We have

$$
\begin{equation*}
\underset{m}{E}\left\{\xi_{i}\right\}=a_{i} \tag{39}
\end{equation*}
$$

for $i=1,2, \ldots, n$ and

$$
\begin{equation*}
\underset{m}{E}\left\{\left(\xi_{i}-a_{i}\right)\left(\xi_{j}-a_{j}\right)\right\}=\sigma_{i j} \tag{40}
\end{equation*}
$$

for $l \leqq i \leqq n$ and $l \leqq j \leqq n$.

Let $T$ be a finite or infinite interval, say, $T=(0,1)$ or $T=(0, \infty)$.

Definition 2. A real stochastic process $\{\xi(u), u \varepsilon T\}$ is calied Gaussian, if for any finite subset $\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ of the parameter set $T$ the random variables $\xi\left(u_{1}\right), \xi\left(u_{2}\right), \ldots, \xi\left(u_{n}\right)$ have a joint normal. distribution.

If $\{\xi(u), u \varepsilon T\}$ is a Gaussian stochastic process and if we know the expectation

$$
\begin{equation*}
E\{\xi(u)\}=a(u) \tag{41}
\end{equation*}
$$

for $u \varepsilon T$ and the covariance

$$
\begin{equation*}
\operatorname{Cov}\{\xi(u), \xi(v)\}=E\{[\xi(u)-a(u)][\xi(v)-a(v)]\}=r(u, v) \tag{42}
\end{equation*}
$$

for $u \in T$ and $v \in T$, then the finite dimensional distribution functions of the process are uniquely determined by (41) and (42).

Conversely, if $a(u)$ is any real function defined for $u \varepsilon T$ and $r(u, v)$ is a real function defined for $u \varepsilon T$ and $v \varepsilon T$ which satisfies the conditions: (i) $r(u, v)=r(v, u)$ for all $u \varepsilon T$ and $v \varepsilon T$ and (ii) for any finite subset $\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ of $T$ the quadratic form

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=-1}^{n} r\left(u_{i}, u_{j}\right) x_{i} x_{j} \tag{43}
\end{equation*}
$$

is positive definite, then there exists a Gaussian process $\{\xi(u), u \in T\}$ for which (41) and (42) hold. This follows from Theorem 47.1.

If $\{\xi(u), 0 \leqq u<\infty\}$ is a Brownian motion process, then $\{\xi(u)$, $0<u<\infty\}$ is a Gaussian process for which $E\{\xi(u)\}=0$ and

$$
\begin{equation*}
\underset{m}{\mathrm{E}}\{\xi(\mathrm{u}) \xi(\mathrm{v})\}=\min (\mathrm{u}, \mathrm{v}) \tag{44}
\end{equation*}
$$

We can obtain Gaussian processes from a Brownian motion process by suitable transformations. For example if $\{\xi(\mathrm{u}), \mathrm{O} \leq \mathrm{u}<\infty\}$ is a Brownian motion process and

$$
\begin{equation*}
n(u)=(1-u) \xi\left(\frac{u}{1-u}\right) \tag{45}
\end{equation*}
$$

for $0<u<I$, then $\{\eta(u), 0<u<I\}$ is a Gaussian process for which

$$
\begin{equation*}
E\{n(u)\}=0 \tag{46}
\end{equation*}
$$
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and

$$
\begin{equation*}
E\{n(u) n(v)\}=\min (u, v)-u v . \tag{47}
\end{equation*}
$$

See J. L. Doob [328].

If we suppose that $\{\xi(u), 0 \leqq u<\infty\}$ is a separable Brownian motion process and if $n(u)$ is defined by (45) for $0<u<1$, and $P\{n(0)=0\}=1$ and $P\{\eta(1)=0\}=1$, then the process $\{\eta(u), 0 \leq u \leq l\}$ has continuous sample functions with probability 1. The process $\{n(u), 0 \leqq u \leqq 1\}$ can also be represented in the following form

$$
\begin{equation*}
n(u)=\sqrt{2} \sum_{k=1}^{\infty} \frac{\sin k \pi u}{k \pi} \eta_{k} \tag{48}
\end{equation*}
$$

where $n_{1}, n_{2}, \ldots, n_{k}, \ldots$ is a sequence of mutually independent and identically distributed random variables with distribution function $P\left\{r_{k} \leqq x\right\}=\Phi(x)$ defined by (2). In (48) the sum converges with probability I and thus $n(u)$ is a random variable for every $u$.

We note that if $\{n(u), 0 \leq u \leq 1\}$ is the process defined above and if $n_{0}$ is a random variable which is independent of $\{\eta(u), 0 \leqq u \leqq$ i\} and which has the distirbution function $\underset{m}{ }\left\{\eta_{0} \leqq x\right\}=\Phi(x)$, then

$$
\begin{equation*}
\xi(u)=u \xi_{0}+n(u) \tag{49}
\end{equation*}
$$

defined for $0 \leqq u \leqq 1$ is a Brownian motion process.
51. Stochastic Processes with Independent Increnents.

Definition. We say that a family of arbitrary random variables $\{\xi(u), 0 \leq u<\infty\}$ forms a stochastic process with independent increments if for any $k=2,3, \ldots$ and $0 \leq t_{0}<t_{1}<\ldots<t_{k}$ the random variables $\xi\left(t_{i}\right)-\xi\left(t_{i-1}\right) \quad(i=1,2, \ldots, k)$ are mutually independent.

We say that a stochastic process $\{\xi(u), 0 \leq u<\infty\}$ is homogeneous if for $0 \leqq u<u+t$ the distribution of $\xi(u+t)-\xi(u)$ does not depend on $u$.

In what follows we shall consider only real homogeneous stochastic processes with independent increments, or in other words, real stochastic processes with stationary independent increments.

The Poisson process and the Brownian motion process, discussed in the previous two sections, are examples for real homogeneous stochastic processes with independent increments. In fact these processes are the building vlocks of a general real stochastic process with independent increments.

Theorem 1. Let $\{\xi(u), 0 \leqq u<\infty\}$ be a homogeneous real stochastic process with independent increments. If $P\{\xi(0)=0\}=1$, then

$$
\begin{equation*}
E\left\{e^{-s \xi(u)}\right\}=e^{u \psi(s)} \tag{1}
\end{equation*}
$$

exists for $\operatorname{Re}(s)=0$ and the most general fom of $\Psi(s)$ is given by
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$$
\Psi(s)=-a s+\frac{1}{2} \sigma^{2} s^{2}+\prod_{-\infty}^{0}\left(e^{-s x}-1+\frac{s x}{I+x^{2}}\right) d M(x)+
$$

(2)

$$
+\int_{+0}^{\infty}\left(e^{-s x}-1+\frac{s x}{1+x^{2}}\right) d N(x)
$$

where $a$ is a real constant, $\sigma^{2}$ is a nonnegative constant, $M(x)(-\infty<x<0)$ and $N(x)(0<x<\infty)$ are nondecreasing functions of $x$ satisfying the conditions $\lim _{x \rightarrow-\infty} M(x)=0, \lim _{x \rightarrow \infty} N(x)=0$ and

$$
\begin{equation*}
\int_{-\varepsilon}^{-0} x^{2} d M(x)+\int_{+0}^{\varepsilon} x^{2} d N(x)<\infty \tag{3}
\end{equation*}
$$

for some $\varepsilon>0$.

Proof. For every $n=1,2, \ldots$ we can write that

$$
\begin{equation*}
\xi(1)=\sum_{i=1}^{n}\left[\xi\left(\frac{i}{n}\right)-\xi\left(\frac{i-1}{n}\right)\right] \tag{4}
\end{equation*}
$$

where $\xi\left(\frac{i}{n}\right)-\xi\left(\frac{i-1}{n}\right) \quad(i=1,2, \ldots, n)$ are mutuaily independent and identicalIy distributed random variables. Thus by Definition 41.1 the distribution function $P\{\xi(1) \leqq x\}$ is infinitely divisible and by Theorem 41.2 we can conclude that

$$
\begin{equation*}
E\left\{e^{-s \xi(1)}\right\}=e^{\psi(s)} \tag{5}
\end{equation*}
$$

for $\operatorname{Re}(s)=0$ where $\Psi(s)$ is given by (2). Since

$$
\begin{equation*}
E\left\{e^{-s \xi(u+v)}\right\}=E\left\{e^{-s \xi(u)}\right\} E\left\{e^{-s \xi(v)}\right\} \tag{6}
\end{equation*}
$$

for $u \geq 0$ and $v \geq 0$ and $\left|E\left\{e^{-s \xi(u)}\right\}\right| \leq 1$ for $\operatorname{Re}(s)=0$ and $u \geq 0$, it follows that ( 1 ) holds for all $u \geqq 0$.

The representation (2) was found in 1934 by . Lévy [435], [436]. In some particular cases the representation (2) was earlier found by B. De Finetti $[412$ ], [413], [414], [415], [416], and A. N. Kolmogorov [432], [433].

From the representation (1) it follows that
(7) $\quad E\{\xi(u)\}=-u \Psi^{\prime}(0)=u\left[a+\int_{-\infty}^{-0} \frac{x^{3}}{1+x^{2}} d V(x)+\int_{+0}^{\infty} \frac{x^{3}}{1+x^{2}} d N(x)\right]$
provided that the integrals on the right-hand side are convergent. Furthermore, we have
(8) $\quad \operatorname{Var}\{\xi(u)\}=u \Psi^{\prime \prime}(0)=u\left[\sigma^{2}+\int_{-\infty}^{-0} x^{2} d M(x)+\int_{+0}^{\infty} x^{2} d N(x)\right]$
provided that the integrals on the right-hand side are convergent. Both in (7) and (8) we form the derivatives of $\psi(s)$ along the line $\operatorname{Re}(s)=0$.

Now we shall prove a few auxiliary theorems which will be useful in studying homogeneous stochastic processes with independent increments.

Lemma 1. Let $\xi$ and $\eta$ be real random variables having firite expectations. If $E\{\xi\}=0$, then

$$
\begin{equation*}
E\{|n|\} \leqq E\{|\xi+\eta|\} . \tag{9}
\end{equation*}
$$

Proof. Since $x=E\{\xi+x\}$, we have

$$
\begin{equation*}
|x|=|E\{\xi+x\}| \leq E\{|\xi+x|\} . \tag{.10}
\end{equation*}
$$

If we integrate (10) with respect to $P\{n \leq x\}$, then we obtain (9).

Lemma 2. Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ be mutually independent random variables for which $E\left\{\left|\xi_{k}\right|\right\}<\infty \quad(k=1,2, \ldots, n)$. Set $\zeta_{k}=\xi_{1}+\xi_{2}+\ldots+\xi_{k}$ for $k=1,2, \ldots, n$. If the random variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ have a symmetric distribution, then

Proof. Define $v=k \quad(k=1,2, \ldots, n)$ if $\zeta_{k}$ is the first partial sum for which $\zeta_{k}>x$. Let $x>0$. Then we can write that
(12)

$$
\begin{aligned}
& \leqq \sum_{k=1}^{n-1} P\left\{v=k \text { and } \zeta_{n}-\zeta_{k}<0\right\}=\sum_{k=1}^{n-1} P\left\{v=k \text { and } \zeta_{n}-\zeta_{k}>0\right\} \leqq \\
& \leqq \sum_{k=1}^{n-1} P\left\{v=k \text { and } \zeta_{n}>x\right\} \leq P_{m}\left\{\zeta_{n}>x\right\}
\end{aligned}
$$

and evidently

$$
\begin{equation*}
\underset{\sim}{P}\left\{\max _{1 \leq k \leq n} \zeta_{k}>x \text { and } \zeta_{n}>x\right\}=P\left\{\zeta_{n}>x\right\} \tag{13}
\end{equation*}
$$

If we add (12) and (13) then we get
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$$
\begin{equation*}
\underset{\sim}{P}\left\{\max _{l \leq k \leq n} \zeta_{k}>x\right\} \leqq 2 P\left\{\zeta_{n}>x\right\}=P\left\{\left|\zeta_{n}\right|>x\right\} \tag{14}
\end{equation*}
$$

Hence it follows that

$$
\begin{equation*}
\leqq 2 P\left\{\left|\zeta_{n}\right|>x\right\} \tag{15}
\end{equation*}
$$

If we integrate (15) with respect to $x$ from 0 to $\infty$, then we obtain (11) which was to be proved.

Lemma 3. Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ be mutually independent random variables for which $E\left\{\left|\xi_{k}\right|\right\}<\infty \quad(k=1,2, \ldots, n)$. Set $\zeta_{k}=\xi_{1}+\xi_{2}+\ldots+\xi_{k}$ for $k=1,2, \ldots, n \cdot$ If $\underset{m}{E}\left\{\xi_{k}\right\}=0$ for $k=1,2, \ldots, n$, then

$$
\begin{equation*}
\left.\underset{1 \leq k \leq n}{E}\left|\max _{k}\right|\right\} \leq 5 E\left\{\left|\zeta_{n}\right|\right\} \tag{16}
\end{equation*}
$$

Proof. Let $\xi_{I}^{*}, \xi_{2}^{*}, \ldots, \xi_{n}^{*}$ be mutually independent random variables which are independent of the variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ and for which $\underset{\sim}{P}\left\{\xi_{k}^{*} \leq x\right\}=\underset{\sim}{P}\left\{\xi_{k} \leq x\right\} \quad(k=1,2, \ldots, n)$. Define $\zeta_{k}^{*}=\xi_{I}^{*}+\xi_{2}^{*}+\ldots+\xi_{k}^{*}$ for $k=1,2, \ldots, n$. Since the variables $\xi_{k}-\xi_{k}^{*}(k=1,2, \ldots, n)$ are symmetrically distributed, by Lemma 2 we have

If we take into consideration that
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$$
\begin{equation*}
\left|\zeta_{k}\right| \leqq \max _{\underline{I \leq k \leq n}}\left|\zeta_{k}-\zeta_{k}^{*}\right|+\left|\zeta_{k}^{*}\right| \tag{18}
\end{equation*}
$$

if we integrate the right-hand side of (18) with respect to the joint, distribution function of $\left(\xi_{1}^{*}, \xi_{2}^{*}, \ldots, \xi_{n}^{*}\right)$, if we use the inequality

$$
\begin{equation*}
\underset{\sim}{E}\left\{\left|\zeta_{k}^{*}\right|\right\} \leqq \underset{\sim}{E}\left\{\left|\zeta_{n}^{*}\right|\right\}=E\left\{\left|\zeta_{n}\right|\right\} \tag{19}
\end{equation*}
$$

which follows from Lerma 1 , if we form the maximum of the left-hand side of (18) with respect to $k(k=1,2, \ldots, n)$, and if we integrate both sides with respect to the joint distribution function of $\left(\xi_{1}, \xi_{2},, s, \xi_{n}\right)$, then we obtain that

$$
\begin{equation*}
\underset{\sim}{E}\left\{\max _{1 \leq k \leq n}\left|\zeta_{k}\right|\right\} \leqq E\left\{\max _{1 \leq k \leq n}\left|\zeta_{k}-\zeta_{k}^{*}\right|\right\}+E\left\{\left|\zeta_{n}\right|\right\} \tag{20}
\end{equation*}
$$

By (17) and (20) we obtain (16) which was to be proved.

In what follows we always suppose that $\{\xi(u), 0 \leqq u<\infty\}$ is a homogeneous real stochastic process with stationary independent increments for which $P\{\xi(0)=0\}=1$.

By using Lerma 3 we can prove that the strong law of large numbers is valid for homogeneous processes with independent increments. The following result is due to J. L. Doob [ 27 ].

Theorem 2. Let $\{\xi(u), 0 \leq u<\infty\}$ be a separable, real, homogeneous Stochastic process with independent increments for which $\quad P\{\xi(0)=0\}=I$. If $E\{\xi(u)\}$ exists, then
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$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\xi(t)}{t}=E\{\xi(I)\} \tag{21}
\end{equation*}
$$

with probability one.

Proof. We may assume without loss of generality that $E\{\xi(I)\}=0$. If $\underset{\sim}{E}\{\xi(1)\} \neq 0$, then let us consider the process $\xi(u)-E\{\xi(u)\}$ $(0 \leqq u<\infty)$ instead of $\{\xi(u), 0 \leqq u<\infty\}$.

$$
\text { If } E\{\xi(u)\}=0 \text { for } u \geq 0 \text {, then for any } t_{0}=0<t_{1}<\ldots<t_{n}=t
$$

we have
(22)

$$
\underset{m}{E}\left\{\max \left|\xi\left(t_{k}\right)\right|\right\} \leqq 5 E\{|\xi(t)|\} .
$$

Since the process $\{\xi(u), 0 \leqq u<\infty\}$ is separable, it follows from (22) that

$$
\begin{equation*}
\mathrm{E}_{1}\left\{\sup _{O \leq u \leq t}|\xi(u)|\right\} \leqq 5 E\{|\xi(t)|\} \tag{23}
\end{equation*}
$$

holds for every $t \geqq 0$.

Now we can repeat word for word the proof of Theorem 50.3. The only difference is that ( 50.28 ) should be replaced by

$$
\begin{equation*}
E\left\{\sup _{n \leq u<n+1}|\xi(u)-\xi(n)|\right\} \leq 5 E\{|\xi(1)|\}<\infty \tag{24}
\end{equation*}
$$

Theorem 3. If $\{\xi(u), 0 \leqq u<\infty\}$ is a real, honogeneous stochastic proeess with independent increments and if $\mathbb{E}\left\{[\xi(u)]^{2}\right\}$ exists, and $\operatorname{Var}\{\xi(u)\}>0:$ then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left\{\frac{\xi(t)-E\{\xi(t)\}}{\sqrt{\operatorname{Var}\{\xi(t)\}}} \leqq x\right\}=\Phi(x) \tag{25}
\end{equation*}
$$

where $\Phi(x)$ is the nomal distribution function.

Proof. We can easily show that the Laplace-Stieltjes transform of $\left[\xi(t)-\operatorname{En}_{\{ }\{(t)\}\right] / \sqrt{\operatorname{Var}\{\xi(t)}$ tends to $e^{s^{2} / 2}$ as $t \rightarrow \infty$ and $\operatorname{Re}(s)=0$. Thus (25) follows by Theorem 41.10 .

We note that by Theorem 47.3 we can concluade that any countable and everywhere densc subset $S$ of $[0, \infty$ ) is a separability set of a separable process $\{\xi(u), 0 \leqq u<\infty\}$. Since obvious.ly

$$
\begin{equation*}
P\{|\xi(t)|>\varepsilon\} \leq 2\left[1-\left|\frac{\varepsilon}{4} \int_{-2 / \varepsilon}^{2 / \varepsilon} e^{t \Psi(i y)} d y\right|\right] \tag{26}
\end{equation*}
$$

for any $\varepsilon>0$ and since $\psi(i y)$ is a continuous function of $y$, it foilows that

$$
\begin{equation*}
\lim _{t \rightarrow 0^{\infty}} P\{\xi(t) \mid>\varepsilon\}=0 \tag{27}
\end{equation*}
$$

for any $\varepsilon>0$. Thus Theorem 47.3 is applicable.

By the investigations of P. Lévy [437], J. L. Doob [ 30 ], A. V. Skorokhod [ 446] and I. I. Gikiman and A. V. Skorokhod [44] we can completely describe the behavior of the sarmple functions of a stochastic process with independent increments.

We shall mention only briefly the main results without giving complete proofs.

Theorem 4. If $\{\xi(u), 0 \leq u<\infty\}$ is a separable, homogeneous, real stochastic process with independent increments, then with probability 1 the limits $\xi(u+0)$ exist for all $u \geqq 0$ and the limits $\xi(u-0)$ exist for all $u>0$.

The proof of this theorem is based on the following observation. If for any $\varepsilon>0$ a function $x(u)$ defined on the interval $[0, t]$ has only a finite number of oscillations greater than $\varepsilon>0$, then $x(u+0)$ exists for $u \varepsilon[0, t)$ and $x(u-0)$ exists for $u \in(0, t]$. We say that a function $x(u)$ in $[0, t]$ has at least $n$ oscillations greater than $\varepsilon$ if there are $n+1$ points $t_{0}, t_{1}, \ldots, t_{n}$ in $[0, t]$ such that $0 \leqq t_{0}<t_{1}<\ldots<t_{n} \leqq t$ and $\left|x\left(t_{k}\right)-x\left(t_{k-1}\right)\right|>\varepsilon$ holds for ail $k=1,2, \ldots, n$.

We can prove that for any $\varepsilon>0$ the sample functions $\xi(u)$ in any finite interval $[0, t]$ have only a finite number of oscillations greater than $\varepsilon$ with probability 1 . This implies the theorem.

Since the process $\{\xi(u), 0 \leqq u<\infty\}$ is separabie, it follows that if $u_{1}, u_{2}, \ldots, u_{n}, \ldots$ are elements of the separability set of the process and if $u_{n} \rightarrow u$ as $n \rightarrow \infty$, then $\underset{n \rightarrow \infty}{P}\left\{\lim _{n \rightarrow \infty} \xi\left(u_{n}\right)=\xi(u)\right\}=1$. Consequently, the process $\{\xi(u), 0 \leq u<\infty\}$ has the property that for every $u \geqq 0$, either $\xi(u)=\xi(u+0)$ or $\xi(u)=\xi(u-0)$ with probability 1 .

Theorem 5. Let $\{\xi(u), 0 \leq u<\infty\}$ be a homogeneous, real stochastic process with independent increments defined on a probability space. ( $0, \mathrm{~B}, \mathrm{P}$ ) . Then there exists a separable homogeneous, real stochastic process with independent increments $\left\{\xi^{*}(u), 0 \leqq u<\infty\right\}$ defined on the same probability space such that

$$
\begin{equation*}
\underset{\sim}{P}\left\{\xi^{*}(u)=\xi(u)\right\}=1 \tag{28}
\end{equation*}
$$

for ail $u \geqq 0$ and with probability $I$ the sample functions of $\left\{\xi^{*}(u)\right.$, $0 \leqq u<\infty\}$ have a right limit $\xi^{*}(u+0)$ for every $u \geqq 0$, and a left Iimit $\xi^{*}(u-0)$ for every $u>0$ and $\xi^{*}(u+0)=\xi(u)$ for $u \geq 0$.

It follows from Theorem 47.1 that there exists a separable process $\left\{\xi^{*}(u), 0 \leq u<\infty\right\}$ for which (28) holds for all $u \geqq 0$ and by Theorem 4 we can prove the remaining statements.

Since the finite dimensional distributions of the two processes $\{\xi(u)$, $0 \leqq u<\infty\}$ and $\left\{\xi^{*}(u), 0 \leqq u<\infty\right\}$ are identical, therefore we can always choose such version of the process $\{\xi(u), 0 \leqq u<\infty\}$ which has the same properties as the process $\left\{\xi^{*}(u), 0 \leq u<\infty\right\}$.

Theorem 6. Let $\{\xi(u), 0 \leq u<\infty\}$ be a separable, homogeneous, rea? stochastic process with independent increments for which $\mathrm{P}\{\xi(0)=0\}=1$. Let $I_{k}=\left[a_{k}, b_{k}\right](k=1,2, \ldots, m)$ be disjoint intervals not containing the point $x=0$. Denote by $v\left(t, I_{k}\right)$ the number of points $u$ in $[0, t]$ for which $\xi(u+0)-\xi(u-0) \varepsilon I_{k}$, then $\left\{v\left(t, I_{k}\right), 0 \leqq t<\infty\right\} \quad(k=1,2, \ldots, m)$ are mutually independent Poisson processes and
(29) $\underset{m \sim}{E}\left[v\left(t, I_{k}\right)\right\}= \begin{cases}t\left[\bar{M}\left(b_{k}+0\right)-\bar{M}\left(a_{k}-0\right)\right] & \text { for } a_{k} \leq b_{k}<0 \\ t\left[\bar{N}\left(b_{k}+0\right)-\bar{N}\left(a_{k}-0\right)\right] & \text { for } 0<a_{k} \leq b_{k}\end{cases}$
where $\bar{M}(x) \quad(-\infty<x<0)$ and $\bar{N}(x)(0<x<\infty)$ are nondecreasing functions of $x$ satisfying the conditions $\lim _{x \rightarrow-\infty} \bar{M}(x)=0$, and $\lim _{x \rightarrow \infty} \bar{N}(x)=0$.

Since the vector process $\left\{v\left(t, I_{k}\right),(k=1,2, \ldots, m), 0 \leqq t<\infty\right\}$ is homogeneous and has independent increments, it is sufficient to prove that for each $t \geq 0$ the random variables $v\left(t, I_{k}\right)(k=1,2, \ldots, m)$ are Independent and $v\left(t, I_{k}\right)$ has a Poisson distribution.

Theorem 7. Let $\{\xi(u), 0 \leqq u<\infty\}$ be a separable, homogeneous, real stochastic process with independent increments for which $\mathrm{P}\{\xi(0)=0\}=1$. Let $I_{k}=\left[a_{k}, b_{k}\right](k=1,2, \ldots, m)$ be disjoint intervals not containing the point $x=0$. Denote by $\xi\left(t, I_{k}\right)$ the sum of jumps $\xi(u+0)-\xi(u-0)$ belonging to the interval $I_{k}$ and occurring in the interval $[0, t]$. Ther $\left\{\xi\left(t, I_{k}\right), 0 \leq t<\infty\right\} \quad(k=1,2, \ldots, m)$ are mutually independent compound Potsson processes and

$$
\begin{equation*}
\underset{m}{E\left\{e^{-s \xi\left(t, I_{k}\right)}\right\}=\exp \left\{-t \int_{I_{K}}\left(e^{-s x}-1\right) d \bar{M}(x)\right\}} \tag{30}
\end{equation*}
$$

for $a_{k} \leqq b_{k}<0$ and

$$
\begin{equation*}
\underset{\sim}{E}\left\{e^{-s \xi\left(t, I_{k}\right)}\right\}=\exp \left\{-t \int_{I_{k}}\left(e^{-s x}-1\right) d \bar{N}(x)\right\} \tag{31}
\end{equation*}
$$

for $0<a_{k} \leq b_{k}$. We have

$$
\begin{equation*}
\int_{-\varepsilon}^{-0} x^{2} d \bar{M}(x)+\int_{+0}^{\varepsilon} x^{2} d \bar{N}(x)<\infty \tag{32}
\end{equation*}
$$

for any $\varepsilon>0$.

The proof of this theorem is similar to the proof of the previous theorem. Since the vector process $\left\{\xi\left(t, I_{k}\right),(k=1,2, \ldots, m), 0 \leq t<\infty\right\}$ is homogeneous and has independent increments, it is sufficiert to prove
that for each $t \geqq 0$ the random variables $\xi\left(t, I_{k}\right)(k=1,2, \ldots, m)$ are independent and $\xi\left(t, I_{k}\right)$ has a compound Poisson distribution.

We note that both Theorem 6 and Theorem 7 remain valid if we'assume that each $I_{k}$ is one of the intervals $\left[a_{k}, b_{k}\right],\left(a_{k}, b_{k}\right),\left(a_{k}, b_{k}\right]$, [ $a_{k}, b_{k}$ ) . Only (29) needs obvious changes.

Let $\varepsilon_{1}=I>\varepsilon_{2}>\ldots>\varepsilon_{n}>0$ where $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$. For each $n=1,2, \ldots$ denote by $\xi_{n}(i)$ the sum of jumps $\xi(u+0)-\xi(u-0)$ having absolute value greater than or equal to $\varepsilon_{n}$ and occurring in the interva] [0, t]. We can prove that

$$
\begin{equation*}
\operatorname{Var}\left\{\left[\xi(t)-\xi_{I}(t)\right]\right\}<\infty . \tag{33}
\end{equation*}
$$

This implies that (32) holds for any $\varepsilon>0$.

Let us choose $\varepsilon_{1}=1, \varepsilon_{2}, \ldots, \varepsilon_{n}, \ldots$ in such a way that

$$
\begin{equation*}
\int_{-\varepsilon_{n}}^{-\varepsilon_{n+1}} x^{2} d \bar{M}(x)+\int_{\varepsilon_{n+1}}^{\varepsilon_{n}} x^{2} d \bar{N}(x)<\frac{1}{n^{2}} \tag{34}
\end{equation*}
$$

for $n=1,2, \ldots$.

Let us define

$$
\begin{equation*}
x(t)=\xi_{1}(t)+\lim _{n \rightarrow \infty}\left[\xi_{n}(t)-\xi_{1}(t)-E\left\{\xi_{n}(t)-\xi_{1}(t)\right\}\right] \tag{35}
\end{equation*}
$$

for $t \geq 0$. By (34) we can prove that on the right-hand side of (35) the limit exists with probability 1 and the convergence is uniform in $t$ in any finite interval. Thus $\{x(t), 0 \leq t<\infty\}$ is a stochastic process.
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Let $\zeta(t)=\xi(t)-x(t)$ for $t \geqq 0$. The process $\{\zeta(t), 0 \leqq t<\infty\}$ is independent of the process $\{x(t), 0 \leqq t<\infty\}$.

We can prove that there are only two possibilities: either $\{\zeta(t)$, $0 \leqq t<\infty\}$ is a stochastic process for which $P\{\zeta(t)=\bar{a} t\}=]$ for $t \geqq 0$ where $\bar{a}$ is a real constant or $\{\zeta(t), 0 \leqq t<\infty\}$ is a general Brownian motion process for which

$$
\begin{equation*}
\operatorname{Pr}_{m}\left\{\frac{\zeta(t)-\bar{a} t}{\bar{\sigma} \sqrt{t}} \leq x\right\}=\Phi(x) \tag{36}
\end{equation*}
$$

if $t>0$ where $\bar{a}$ is a real constant ard $\bar{\sigma}$ is a positive real constant.

Accordingly, $\{\xi(u), 0 \leqq u<\infty\}$ can be represented as the sum of two independent processes, $\{\zeta(u), 0 \leqq u<\infty\}$ and $\{x(u), 0 \leqq u<\infty\}$, where $\{\zeta(u), 0 \leqq u<\infty\}$ is a general Brownian motion process (or a degenerate process) and $\{x(u), 0 \leq u<\infty\}$ is the limit of centered compound Poisson processes.

By (30), (31), (35) and (36) we can conclude that

$$
\begin{equation*}
E\left\{e^{-s \xi(u)}\right\}=e^{u \psi(s)} \tag{37}
\end{equation*}
$$

for $u \geq 0$ and $\operatorname{Re}(s)=0$ where

$$
\begin{equation*}
\Psi(s)=-\overline{a s}+\frac{\bar{\sigma}^{2} s^{2}}{2}+\int_{(-\infty, 1]}\left(e^{-s x}-1\right) d \bar{M}(x)+\int_{(-1,0)}\left(e^{-s x}-1+s x\right) d \bar{M}(x)+ \tag{38}
\end{equation*}
$$

$$
+\int_{(0,1)}\left(e^{-S x}-1+s x\right) d \bar{N}(x)+\int_{[1, \infty)}\left(e^{-S x}-1\right) d \bar{N}(x)
$$

and $\bar{a}$ is a real constant and $\bar{\sigma}^{2}$ is a nonnegative corstant.

A comparison with (2) shows that necessarily $\bar{M}(x)=M(x)$ if $x<0$ and $x$ is a continuity point of $M(x), \bar{N}(x)=N(x)$ if $x>0$ and $x$ is a continuity point of $N(x)$, and $\bar{\sigma}^{2}=\sigma^{2}$. The constant $\bar{a}$ can easily Be expressed with the aid of $a, M(x)$ and $N(x)$.

In what follows we assume that $\{\xi(u), 0 \leqq u<\infty\}$ is a homogeneous, real stochastic process with independent increments for which $\quad P\{\xi(0)=0\}=1$. Then (1) holds with $\Psi(s)$ defined by (2). The finite dimensional distributions of the process $\{\xi(u), 0 \leqq u<\infty\}$ are completely determined by the parameters a and $\sigma^{2}$ and by the functions $M(x)(-\infty<x<0)$ and $N(x)$ $(0<x \mid<\infty)$. We can classify the processes $\{\xi(u), 0 \leq u<\infty\}$ according to the properties of $a, \sigma^{2}, M(x)$ and $N(x)$.

If $a$ is a real number, $\sigma^{2}$ is a positive real number, $\mathbb{M}(x) \equiv 0$ for $x<0$, and $N(x) \equiv 0$ for $x>0$, then

$$
\begin{equation*}
\Psi(s)=-a s+\frac{\sigma^{2} s^{2}}{2} \tag{39}
\end{equation*}
$$

for all $s$, and $\{\xi(u), 0 \leqq u<\infty\}$ is a general Brownian motion process for which

$$
\begin{equation*}
\mathrm{P}_{\mathrm{P}}\left\{\frac{\xi(\mathrm{u})-\mathrm{au}}{\sigma \sqrt{u}} \leq x\right\}=\Phi(\mathrm{x}) \tag{40}
\end{equation*}
$$

for $u>0$. If the process $\{\xi(u), 0 \leqq u<\infty\}$ is separable, then the sample functions are continuous with probability 1 .

If $a$ is a real number. $\sigma^{2}=0, M(x) \equiv 0$ for $x<0$ and $N(x) \equiv 0$ for $x>0$, then

$$
\begin{equation*}
\Psi(s)=-a s \tag{41}
\end{equation*}
$$

for all $s$, and $P\{\xi(u)=a u\}=1$ for all $u \geqq 0$. If the process is separable, then the sample functions are continuous with probability 1.

Conversely, if the sample functions of the process $\{\xi(u), 0 \leq u<\infty\}$ are continuous with probability 1 , then $M(x) \equiv 0$ for $x<0$ and $N(x) \equiv 0$ for $x>0$, that is, $\{\xi(u), 0 \leq u<\infty\}$ is either a general Brownian motion process or a degenerate process.

If $a=0, \sigma^{2}=0$, and $\lambda=M(-0)+N(+0)$ is a finite poisitive constart, then there exists a distribution function $H(x)$ such that if $x$ is 2 continuity point of $H(x)$, then

$$
\begin{equation*}
M(x)=\lambda H(x) \tag{42}
\end{equation*}
$$

for $\mathrm{x}<0$ and

$$
\begin{equation*}
N(x)=\lambda[H(x)-1] \tag{43}
\end{equation*}
$$

for $x>0$. If

$$
\begin{equation*}
\psi(s)=\int_{-\infty}^{\infty} e^{-s x} d H(x) \tag{44}
\end{equation*}
$$

for $\operatorname{Re}(s)=0$, then

$$
\begin{equation*}
\psi(s)=\lambda[1-\psi(s)] \tag{45}
\end{equation*}
$$

for $\operatorname{Re}(s)=0$, and $\{\xi(u), 0 \leqq u<\infty\}$ is a compound Poisson process. If the process $\{\xi(u), 0 \leqq u<\infty\}$ is separable, then with probability $I$ the sample functions are step functions having only a finite number of jumps in every finite interval $[0, \mathrm{t}]$.

Conversely, if the sample functions of the process $\{\xi(u), 0 \leq u<\infty\}$ are step functions having only a finite number of jumps in every finite interval
$[0, t]$ with probability $l$, then $\{\xi(u), 0 \leqq u<\infty\}$ is either a compound Poisson process or a degenerate process for which $\underset{m}{P}\{(u)=0\}=1$ for all $u \geq 0$.

Let us suppose that $a \geqq 0, \sigma^{2}=0, M(x) \equiv 0$ for $x<0, N(+0)<0$, and

$$
\begin{equation*}
\int_{0}^{\varepsilon} x d N(x)<\infty \tag{46}
\end{equation*}
$$

for some $\varepsilon>0$. In this case

$$
\begin{equation*}
\psi(s)=-a s+\int_{+0}^{\infty}\left(e^{-s x}-1\right) d N(x) \tag{47}
\end{equation*}
$$

for $\operatorname{Re}(s) \geq 0$, and if the process $\{\xi(u), 0 \leqq u<\infty\}$ is separable, then with probability $l$ the sample functions are nordecreasing functions of $u$. Conversely, if with probability 1 the sampie functions of the process $\{\xi(u), 0 \leqq u<\infty\}$ are nondecreasing functions of $u$, then $\psi(s)$ has the form (47) where $a \geq 0$ and $N(x)$ satisfies (46). Furthermore, apart from a set of probability zero, each sample function can be expressed as the sum of the linear function au ( $0 \leq \mathrm{u}<\infty$ ) and a step function. If $N(+0)=-\infty$, then the step function has infintely many jumps in every interval [ $0, t$, of positive length.

If in the above case

$$
\begin{equation*}
\rho=\int_{0}^{\infty} x d N(x) \tag{48}
\end{equation*}
$$

is a finite positive number, then there exists a distribution function $H^{*}(x)$ of a positive random variable such that
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$$
\begin{equation*}
\frac{\int_{0}^{x} N(y) d y}{\int_{0}^{\infty} N(y) d y}=H^{*}(x) \tag{49}
\end{equation*}
$$

for $x \geq 0$. If

$$
\begin{equation*}
\Psi^{*}(s)=\int_{0}^{\infty} e^{-s x_{d H}}{ }^{*}(x) \tag{50}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqq 0$, then (47) becomes

$$
\begin{equation*}
\psi(s)=\rho S \Psi^{*}(s)-a s \tag{51}
\end{equation*}
$$

If in addition $\lambda=-N(+0)<\infty$, then there exists a distribution function $\mathrm{H}(\mathrm{x})$ of a positive random variable such that

$$
\begin{equation*}
\frac{N(+0)-N(x)}{N(+0)}=H(x) \tag{52}
\end{equation*}
$$

for every continuity point of $H(x)$ in the interval $[0, \infty)$. If

$$
\begin{equation*}
\psi(s)=\int_{0}^{\infty} e^{-s x} d H(x) \tag{53}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqslant 0$, then

$$
\begin{equation*}
\psi^{*}(s)=\frac{\lambda[1-\psi(s)}{\rho s} \tag{54}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqslant 0$ and $s \neq 0$ in (51).

Let $a$ be a real number, $\sigma^{2} \geqq 0, M(x) \equiv 0$ for $x<0$ and

$$
\begin{equation*}
\int_{+0}^{\varepsilon} x^{2} d N(x)<\infty \tag{55}
\end{equation*}
$$

for same $\varepsilon>0$. In this case
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$$
\begin{equation*}
\Psi(s)=-a s+\frac{\sigma^{2} s^{2}}{2}+\int_{+0}^{\infty}\left(e^{-s x}-1+\frac{s x}{1+x^{2}}\right) d N(x) \tag{56}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqq 0$ and if the process $\{\xi(u), 0 \leqq u<\infty\}$ is separable, then with probability 1 the sample functions have no negative jumps. Conversely, if with probability I the sample functions of the process have no negative jumps, then $\psi(s)$ is given by (56) for $\operatorname{Re}(s) \geqslant 0$.

We note that if in (56)

$$
\begin{equation*}
\int_{+0}^{\varepsilon} x d N(x)<\infty \tag{57}
\end{equation*}
$$

for some $\varepsilon>0$, then (56) can be reduced to the following fom

$$
\begin{equation*}
\Psi(s)=-\bar{a} s+\frac{\sigma^{2} s^{2}}{2}+\int_{+0}^{\infty}\left(e^{-s x}-1\right) d N(x) \tag{58}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqslant 0$ where $\bar{a}$ is a real number. If in (56) we have

$$
\begin{equation*}
\int_{\varepsilon}^{\infty} x d N(x)<\infty \tag{59}
\end{equation*}
$$

for some $\varepsilon>0$, then (56) can be reduced to the following form

$$
\begin{equation*}
\Psi(s)=-\overline{a s}+\frac{\sigma^{2} s^{2}}{2}+\int_{+0}^{\infty}\left(e^{-s x}-1+s x\right) d N(x) \tag{60}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqq 0$ where $\bar{a}$ is a real number. The constant $\bar{a}$ is in general not the same as in (58).

We say that $\{\xi(u), 0 \leq u<\infty\}$ is a stable process of type $S(\alpha, k, c, m)$ if $\xi(1)$ has a stable distribution of tyoe $S(\alpha, \beta, c, m)$. In this case

$$
\begin{equation*}
\Psi(s)=-m s-c|s|^{\alpha}\left[1+\beta \frac{s}{|s|} d(s, \alpha)\right] \tag{61}
\end{equation*}
$$
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for $\operatorname{Re}(s)=0$ where $m$ is a real constant, $c>0,0<\alpha \leqq 2$, $-1 \leq \beta \leq 1$ and

$$
d(s, \alpha)=\left\{\begin{array}{c}
\tan \frac{\alpha \pi}{2} \text { for } \alpha \neq 1,  \tag{62}\\
-\frac{2}{\pi} \log |s| \text { for } \alpha=1
\end{array}\right.
$$

In (61) $\mathrm{s} /|\mathrm{s}|=0$ if $\mathrm{s}=0$. See Theorem 42.4 .

Finally, we shall prove a general result for separable, homogenecus, real stochastic processes $\{\xi(\mathrm{u}), 0 \leqq \mathrm{u}<\infty\}$ with independent increments in the case when the sample functions are nondecreasing step functions with probability one. If $\underset{m}{ }\{\xi(0)=0\}=1$, then for such processes we have

$$
\begin{equation*}
E\left\{e^{-s \xi(u)}\right\}=e^{u \psi(s)} \tag{63}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqq 0$ where

$$
\begin{equation*}
\Psi(s)=\int_{+0}^{\infty}\left(e^{-s x}-1\right) d N(x) \tag{64}
\end{equation*}
$$

and $N(x)(0<x<\infty)$ is a nondecreasing function which satisfies the conditions $\lim _{x \rightarrow+\infty} N(x)=0$ and

$$
\begin{equation*}
\int_{+0}^{\varepsilon} x d N(x)<\infty \tag{65}
\end{equation*}
$$

for some $\varepsilon>0$. We note that if $-\mathrm{N}(+0)<\infty$ then with probability $l$, the sample furictions have only a finite number of jumps in any finite interval $[0, t]$, whereas if $-N(+0)=\infty$, then with probability 1 , the sample functions have infinitely many jumps in any finite interval $[0, t]$.
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The general result mentioned above is based on the following auxiliary theorem. (See reference [ 86 ].)

Lemma 4. Let $x(u)$ be a nondecreasing function of $u$ in the interval [ $0, t$ ] for which $x^{\prime}(u)=0$ almost everywhere and $x(0)=0$. Let us extend the definition of $x(u)$ for $u \geqq 0$ by assuming that $x(u+t)=$ $x(u)+x(t)$ for $u \geq 0$. Define

$$
\delta(u)= \begin{cases}1 & \text { if } u-x(u) \leq v-x(v) \text { for } u \leqq v,  \tag{66}\\ 0 & \text { otherwise } .\end{cases}
$$

Then

$$
\int_{0}^{t} \delta(u) d u= \begin{cases}t-x(t) & \text { if } x(t)<t  \tag{67}\\ 0 & \text { if } x(t) \geqslant t\end{cases}
$$

Proof. If $x(t)>t$, then $\delta(u)=0$ for ail $u \geq 0$ and thus the theorem is obviously true. Let $x(t) \leqq t$ and define

$$
\begin{equation*}
y(u)=\inf \{v-x(v) \text { for } v \geqq u\} \tag{68}
\end{equation*}
$$

for $u \geqq 0$. Since $x(u+t)=x(u)+x(t)$ for $u \geqq 0$, we have $y(u+t)=$ $y(u)+t-x(t)$ for $u \geqq 0$. Furthermore, we have $0 \leqq y(v)-y(u) \leqq v-u$ for $0 \leqq u \leqq v$. Thus $y(u)(0 \leqq u<\infty)$ is a nondecreasing and absolutely continuous function of $u$. Consequently, $y^{\prime}(u)$ exists for almost all $u, 0 \leqq y^{\prime}(u) \leqq I$, and

$$
\begin{equation*}
\int_{0}^{t} y^{\prime}(u) d u=y(t)-y(0)=t-x(t) \tag{69}
\end{equation*}
$$

Now we shall prove that $y^{\prime}(u)=\delta(u)$ for almost all $u$, which implies (67). We note that $\delta(u)=1$ if and only if $y(u)=u-x(u)$.

The inequality $y(u) \leqq u-x(u)$ always holds. Furthermore, we have $x(u+0)=x(u)$ and $x^{\prime}(u)=0$ for almost all $u \geqq 0$.

First, we prove that

$$
\begin{equation*}
y^{\prime}(u) \leqq \delta(u) \text { for almost all } u \geqq 0 \tag{70}
\end{equation*}
$$

If $y^{\prime}(u)$ exists, and if $y^{\prime}(u)=0$, then (70) is obviously true. Now we shall prove that if $y^{\prime}(u)$ exists, if $y^{\prime}(u)>0$ and $x(u+0)=x(u)$, then $\delta(u)=1$. If $y^{\prime}(u)>0$, then $y(v)>y(u)$ for $v>u$ and therefore $y(u)=\inf \{s-x(s)$ for $u \leq s \leq v\}$ holds for all $v>u$. Thus $u-x(v) \leqq y(u) \leqq u-x(u)$ for all $v>u$, and consequently $u-x(u+0) \leqq$ $y(u) \leq u-x(u)$. If $x(u+0)=x(u)$, then $y(u)=u-x(u)$ which implies that $\delta(u)=1$. Since $y^{\prime}(u) \leq 1$ always holds, therefore (70) follows.

Second, we prove that

$$
\begin{equation*}
\delta(u) \leqq y^{\prime}(u) \text { for almost all } u \geqq 0 . \tag{71}
\end{equation*}
$$

If $\delta(u)=0$ and $y^{\prime}(u)$ exists, then (71) is evidently true. Now we shall prove that if $\delta(u)=1$, if $y^{\prime}(u)$ exists, if $x^{\prime}(u)=0$ and $u$ is an accumulation point of the set $D=\{u: \delta(u)=1,0 \leq u<\infty\}$, then $y^{\prime}(u)=1$. Suppose that $u \varepsilon D$ and $u=\lim _{n \rightarrow \infty} u_{n}$ where $u_{n} \varepsilon D$ and $u_{n} \neq u$. Then $y(u)=u-x(u)$ and $y\left(u_{n}\right)=u_{n}-x\left(u_{n}\right)$. Accordingly, if $y^{\prime}(u)$ exists and if $x^{\prime}(u)=0$, we have
(72) $\quad y^{\prime}(u)=\lim _{n \rightarrow \infty} \frac{y(u)-y\left(u_{n}\right)}{u-u_{n}}=1-\lim _{n \rightarrow \infty} \frac{x(u)-x\left(u_{n}\right)}{u-u_{n}}=1-x^{\prime}(u)=1$.

Since the isolated points of $D$ form a countable (possibly empty) set, therefore (71) follows.

By (70) and (71) we obtain that $y^{\prime}(u)=\delta(u)$ holds for almost all $u \geq 0$. Thus by (69) we get (67) for $x(t) \leqq t$. This completes the proof of the lemma.

By using Lerma 4 we can prove the following result.

Theorem 8. Let $\{\xi(u), 0 \leqq u<\infty\}$ be a separable, honogeneous, real stochastic process with independent increments. If $\operatorname{pin}^{[\xi}(0)=0 j=1$, and if the sample functions of the process are nondecreasing step functions with probability 1 , then
(73) $\quad \underset{\sim}{P}\{\xi(u) \leqq u$ for $0 \leqq u \leqq t \mid \xi(t)=y\}=\left\{\begin{array}{l}(t-y) / t \text { for } 0 \leqq y \leqq t, \\ 0 \text { otherwise, },\end{array}\right.$
where the conditional probability is defined up to an equivalence.

Proof. Define $\xi^{*}(u)$ for $0 \leq u<\infty$ by assuming that $\xi^{*}(u)=\xi^{(u)}$ for $0 \leqq u \leqq t$ and $\xi^{*}(u+t)=\xi^{*}(u)+\xi^{*}(t)$ for $u \geqq 0$. Let

$$
\delta(u)= \begin{cases}1 & \text { if } \xi^{*}(v)-\xi^{*}(u) \leqq v-u \text { for } v \geqq u,  \tag{74}\\ 0 & \text { otherwise. }\end{cases}
$$

Then $\delta(u)$ is a random variable which has the same distribution for all $u \geq 0$. Evidently $\delta(0)$ is the indicator variable of the event $\{\xi(u) \leqq \square$ for $0 \leqq u \leqq t\}$. Thus we have

$$
P\{\xi(u) \leqq u \text { for } 0 \leqq u \leqq t \mid \xi(t)\}=E\{\delta(0) \mid \xi(t)\}=
$$

$$
\begin{align*}
& =\frac{1}{t} \int_{0}^{t} E\{\delta(u) \mid \xi(t)\} d u=E\left\{\left.\frac{1}{t} \int_{0}^{t} \delta(u) d u \right\rvert\, \xi(t)\right\}=  \tag{75}\\
& =\left\{\begin{array}{cc}
1-\frac{\xi(t)}{t} & \text { for } 0 \leq \xi(t) \leq t \\
0 & \text { otherwise, }
\end{array}\right.
\end{align*}
$$

with probability 1 because by Lemma 4

$$
\int_{0}^{t} \delta(u) d u=\left\{\begin{array}{cl}
t-\xi(t) & \text { if } 0 \leq \xi(t) \leq t  \tag{76}\\
0 & \text { otherwise },
\end{array}\right.
$$

holds for almost all sample functions of the process. This completes the proof of the theorem.

We note that Theorem 8 remains also valid if we replace the left-nand side of (73) by $P\{\xi(u)<u$ for $0<u \leqq t \mid \xi(t)=y\}$.

From (73) it follows that

$$
\begin{equation*}
\underset{m}{P}\{\xi(u) \leqq u \text { for } 0 \leqq u \leqq t\}=\underset{m}{E}\left\{\left[1-\frac{\xi(t)}{t}\right]^{+}\right\} \tag{77}
\end{equation*}
$$ for $t>0$ where $[x]^{+}$denotes the positive part of $x$.

If the process $\{\xi(u), 0 \leqq u<\infty\}$ satisfies the conditions of Theorem 8, then (63) holds with $\Psi(s)$ defined by (64). If in addition

$$
\begin{equation*}
\rho=\int_{+0}^{\infty} \operatorname{xdN}(x) \tag{78}
\end{equation*}
$$

is a finite nonnegative number, then Theorem 2 is applicable, and we have

$$
\begin{equation*}
{\underset{m}{x}\left\{\lim _{t \rightarrow \infty} \frac{\xi(t)}{t}=\rho\right\}=1 . . . . ~ . ~}_{\text {. }} \tag{79}
\end{equation*}
$$

In this case by (77) it follows that

$$
P_{m}\{\xi(u) \leqq u \text { for } 0 \leqq u<\infty\}=\left\{\begin{array}{cc}
1-\rho & \text { if } \rho<1,  \tag{80}\\
0 & \text { if } \rho \geqq 1
\end{array}\right.
$$

For by the continuity theorem for probabilities and by (77) we have

$$
\begin{equation*}
P\{\xi(u) \leqq u \text { for } 0 \leqq u<\infty\}=\operatorname{Iim}_{t \rightarrow \infty} P\{\xi(u) \leqq u \text { for } 0 \leqq u \leq t\}= \tag{81}
\end{equation*}
$$

$$
=\underset{t \rightarrow \infty}{\lim } E\left\{\left[1-\frac{\xi(t)}{t}\right]^{+}\right\}=[1-\rho]^{+} .
$$

that
In the last equality we used,$\xi(t) / t \Rightarrow \rho$ as $t \rightarrow \infty$ and that $0 \leqq$ $\left[1-\frac{\xi(t)}{t}\right]^{+} \leqq 1$ for all $t>0$.

Examples. We shall mention a few examples for the applications of Theorem 8.

Compound Poisson Processes. Let us suppose that

$$
\begin{equation*}
N(x)=-\lambda[1-H(x)] \tag{82}
\end{equation*}
$$

for $x>0$ where $\lambda$ is a positive constant and $H(x)$ is the distribution function of a nonnegative random variable. In this case $\{\xi(u), 0 \leq u<\infty\}$ is a compound Poisson process and Theoren 8 is applicable. In this perticular case we already proved Theorem 8. (See Theorem 48.13). In this case
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$$
\begin{equation*}
\rho=\lambda \int_{0}^{\infty} x d H(x) \tag{83}
\end{equation*}
$$

and (80) also holds if $f<\infty$.

Stable Processes. Let us suppose that

$$
\begin{equation*}
N(x)=-\frac{1}{\Gamma(1-\alpha) x^{\alpha}} \tag{84}
\end{equation*}
$$

for $x>0$ where $0<\alpha<1$. In this case

$$
\begin{align*}
& \Psi(s)=\frac{\alpha}{\Gamma(1-\alpha)} \int_{0}^{\infty}\left(e^{-s x}-1\right) \frac{d x}{x^{\alpha+1}}=-s^{\alpha}  \tag{85}\\
& \text { for } \operatorname{Re}(s) \geqq 0 \text { and }\{\xi(u), 0 \leqq u<\infty\} \text { is a stable process of type }
\end{align*}
$$

$S(\alpha, 1,1,0)$. Now Theorem 8 is applicable. However, in this case $\rho=\infty$.

Garma Processes. Let us suppose that

$$
\begin{equation*}
N(x)=-\int_{x}^{\infty} \frac{e^{-\mu y}}{y} d y \tag{86}
\end{equation*}
$$

for $\mathrm{x}>0$ where $\mu$ is a positive constant. Then

$$
\begin{equation*}
\psi(s)=\int_{0}^{\infty}\left(e^{-s x}-1\right) e^{-\mu x} \frac{d x}{x}=-\log \left(1+\frac{s}{\mu}\right) \tag{87}
\end{equation*}
$$

for $\operatorname{Re}(s) \geqq 0$. In this case we say that $\{\xi(u), 0 \leqq u<\infty\}$ is a gama process. Now Theorem 8 holds and (80) also holds with $\rho=1 / \mu$.
52. Weak Convergence of Stochastic Processes.

Let $\left\{\xi_{n}(u), 0 \leq u \leq t\right\}(n=1,2, \ldots)$ and $\{\xi(u), 0 \leq u \leqq t\}$ be real stochastic processes. We say that the finite dimensional distribution functions of the process $\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\}$ converge to the finite dimensional distribution functions of the process $\{\xi(u), O \leqq u \leqq t\}$ if for any $k=1,2, \ldots$ and $0 \leq t_{1}<t_{2}<\ldots<t_{k} \leq t$ we have
(1)

$$
\begin{aligned}
\lim _{n \rightarrow \infty} P & \left\{\xi_{n}\left(t_{1}\right) \leqq x_{1}, \xi_{n}\left(t_{2}\right) \leqq x_{2}, \ldots, \xi_{n}\left(t_{k}\right) \leqq x_{k}\right\}= \\
& ={\underset{n}{n}}^{P}\left\{\xi\left(t_{1}\right) \leqq x_{1}, \xi\left(t_{2}\right) \leq x_{2}, \ldots, \xi\left(t_{k}\right) \leq x_{k}\right\}
\end{aligned}
$$

in every continuity point $\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ of the right-hand side of (1).

Let $Q$ be some real functional defineã for $\xi_{m}=\left\{\xi_{r 1}(u), 0 \leq u \leq t\right\}$ and $\underset{m}{\xi}=\{\xi(u), 0 \leq u \leq t\}$. The problem arises what conditions should we impose on $Q$ in order that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{Q\left(\xi_{n}\right) \leqq x\right\}=P\{Q(\xi) \leqq x\} \tag{2}
\end{equation*}
$$

be satisfied in every continuity point of $P\{Q(\xi) \leq x\}$ ?

The importance of the solution of the above problem is twofold. First, it makes possible to determine the probability $\underset{m}{P}\{Q(\xi) \leq x\}$ for a process $\underset{\sim}{\xi}=\{\xi(u), 0 \leqq u \leqq t\}$ if we can determine the probabilities $P\left\{Q\left(\xi_{n}\right) \leqq x\right\}$ for a sequence of suitable chosen processes $\xi_{n}=\left\{\xi_{n}(u), 0 \leqq u \leq t\right\}$ ( $n=1,2, \ldots$ ) . Second, it makes possible to determine the limiting distributions of some functionals defined on a class oi stochastic processes.

In what follows we assume that the sample functions of the processes
$\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\}$ and $\{\xi(u), 0 \leqq u \leqq t\}$ belong to some metric space $\Omega$ with probability l. For $\mathrm{x} \varepsilon \Omega, \mathrm{y} \varepsilon \Omega$ denote by $\rho(\mathrm{x}, \mathrm{y})$ the distance between $x$ and $y$. Denote by $B /$ the smallest $\sigma$-algebra which contains all the open sets, (closed sets ) in $\Omega$. If $\Omega$ is a separable metric space, then $B$ coincides with the smallest $\sigma$-algebra which contains all the open spheres (closed spheres) in $\Omega$. In what follows we shall consider only such spaces $\Omega=\{x(u), 0 \leqq u \leqq t\}$ for which $A$, the minimal 6 algebra containing the sets $\{x(u) \leqq a\}$ for $u \in[0, t]$ and $a \in(-\infty, \infty)$, contains all spheres in $\Omega$.

For any $A \in B$ let us define

$$
\begin{equation*}
\mu_{n}(A)=P\left\{\xi_{n} \varepsilon A\right\}, \tag{3}
\end{equation*}
$$

that is, $\mu_{n}(A)$ is the probability that $\xi_{n}=\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\}$ belongs to $A$, and

$$
\begin{equation*}
\mu(A)=P\left\{\xi_{N} \in A\right\}, \tag{4}
\end{equation*}
$$

that is, $\mu(A)$ is the probability that $\underset{m}{ }=\{\bar{\zeta}(u), 0 \leqq u \leqq t\}$ belongs to A, provided that the probabilities (3) and (4) are uniquely determined by the finite dimensional distribution functions of the processes $\left\{\xi_{n}(u)\right.$, $0 \leq u \leq t\} \quad(n=1,2, \ldots)$ and $\{\xi(u), 0 \leq u \leq t\}$.

We say that $\mu_{n}$ converges weakly to $\mu$, that is, $\mu_{n} \Rightarrow \mu$ as $n \rightarrow \infty$, if and only if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} h(x) d \mu_{n}=\int_{\Omega} h(x) d \mu \tag{5}
\end{equation*}
$$

for every continuous and bounded real functional $h(x)$ on $\Omega$. The functional. $h(x)$ is continuous on $\Omega$ if for every $x \in \Omega$ and for every $\varepsilon>0$ there is a $\delta>0$ such that $|h(x)-h(y)|<\varepsilon$ whenever $y \varepsilon \Omega$ and $\rho(x, y)<\delta$.
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If we suppose that the space $\Omega$ is a separable metric space and $Q$ is a continuous functional on $\Omega$, then $Q\left(\xi_{\mathrm{n}}\right)(\mathrm{n}=1,2, \ldots)$ and $Q(\xi)$ will be random variables and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{Q\left(\xi_{n}\right) \leq x\right\}={\underset{n}{ }}_{P\{Q(\underline{\xi}) \leqq x\}} \tag{6}
\end{equation*}
$$

holds in every continuity point of $\underset{\sim}{P\{Q(\underset{\sim}{\xi})} \leq \mathrm{x}\}$ if and only if $\mu_{\mathrm{n}}$ converges weakly to $\mu$. For (6) holds if and only if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} e^{i \omega Q(x)} d \mu_{n}=\int_{\Omega} e^{i \omega Q(x)} d \mu \tag{7}
\end{equation*}
$$

for every real $\omega$. Since $\cos [\omega Q(x)]$ and $\sin [\omega Q(x)]$ are continuous and bounded functionals on $\Omega$, the statement is obvious.

Accordingly, if we restrict ourself to separabie metric spaces $S$ and continuous functionals $Q$, then (2) holds if and only if $\mu_{n} \Rightarrow \mu$ as $n \rightarrow \infty$. Thus the problem is reduced to find sufficiert conditions for $\mu_{n} \Rightarrow \mu$. The following definition will be useful in solving this pioblem.

We say that the sequence $\left\{\mu_{n}\right\}$ is weakly compact if every subsequence of $\left\{\mu_{n}\right\}$ contains a subsequence which is weakly convergent.

Yu. V. Prokhorov [523] proved that if $\Omega$ is a metric space and if for every $\varepsilon>0$ there exists a compact set $K_{\varepsilon}$ in $\Omega$ such that

$$
\begin{equation*}
\sup _{1 \leqslant n<\infty} \mu_{n}\left(\Omega-K_{\varepsilon}\right)<\varepsilon, \tag{8}
\end{equation*}
$$

then $\left\{\mu_{n}\right\}$ is weakly compact. (See Theoren 3.2 in the Appendix.)

If we suppose that $\Omega$ is a separable metric space, if $\left\{\mu_{n}\right\}$ is weakly compact and if (1) is satisfled, then we can prove that $\mu_{n} \Longrightarrow \mu$ as $n \rightarrow \infty$. The proof is exactly the same as the proof of the fourth statement in Theorem 46.7 . (Formulas (46.143) to (46.157). The oniy difference is that in (46.151) f $\varepsilon$. .)

THus we can conclude that if $\Omega$ is a separable metric space and if for every $\varepsilon>0$ there existsa compact set $K_{\varepsilon}$ in $\Omega$ such that (8) is satisfied, then (2) holds for every continuous functional $Q$ on $\Omega$. Actually, (2) also holds if we assume only that $Q$ is measurable with respect to $B$ and almost everywhere continous with respect to $\mu$. The proof of this last statement is exactly the same as the proof of the last statement in Theorem 46.7. (Formulas (46.160) to (46.165).)

We can sumnarize the above results in the following theorem.

Theorem 1. Let $\xi_{n}=\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\} \quad(n=1,2, \ldots)$ and $\xi=\{\xi(u), 0 \leq u \leq t\}$ be real stochastic processes whose sample functions separable
belong to some metric space $\Omega$ with probability 1 . Denote by $B$ the class of Borel subsets of $\Omega$ and let us define $\mu_{n}(A)$ for $A \& B$ by (3) and $\mu(A)$ for $A \in B$ by (4) . If (1) is satisfied and if for every $\varepsilon>0$ there exists a compact set $K_{\varepsilon}$ in $\Omega$ for which (8) is satisfied, and if $Q$ is a functional on $\Omega$ which is measurable with respect to $B$ and almost everywhere continuous with respect to $\mu$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{Q\left(\xi_{n}\right) \leqq x\right\}=\underset{\sim}{P}\left\{Q\left(\xi_{n}\right) \leq x\right\} \tag{9}
\end{equation*}
$$

In every continuity point of $P\{Q(\xi) \leq x\}$.

Theorem 1 has many useful applications in the theory of stochastic processes.

First, let us consider the case when the sample functions of the processes $\left\{\xi_{n}(u), 0 \leq u \leq t\right\} \quad(n=1,2, \ldots)$ and $\{\xi(u), 0 \leq u \leq t\}$ are continuous with probability 1 . Then $\Omega$ can be chosen as the space $C[0, t]$ of continuous functions defined on the interval $[0, i]$. If we introduce the metric $\rho(x, y)=\sup |x(u)-y(u)|$ whenever $x=\{x(u), 0 \leq u \leq t\}$ $\varepsilon C[0, t]$ and $y=\{y(\bar{u}), O \leqq u \leqq t\} \varepsilon C[0, t]$, then $C[0, t]$ becomes a complete separable metric space.

The following theorem is due to Yu. V. Prokhorov [522],[523]. See also I. I. Gikhman and A. V. Skorokhod [ 44 ].

Theorem 2. Let us suppose that the sample functions of the processes
$\xi_{n}=\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\} \quad(n=1,2, \ldots) \quad$ and $\underset{\sim}{\xi}=\{\xi(u), 0 \leqq u \leq t\}$ are continuous with probability 1 , and the finite dimensional distribution
functions of the process $\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\}$ converge to the finite dimensional distribution functions of the process $\{\xi(u), 0 \leq u \leq t\}$ as $n \rightarrow \infty$. If for any $\varepsilon>0$
(10) $\quad \lim _{h \rightarrow 0} \lim _{n \rightarrow \infty} \sup P\left\{\sup _{n \rightarrow v \mid \leq h}\left|\xi_{n}(u)-\xi_{n}(v)\right|>\varepsilon\right\}=0$
and if $Q$ is a real continuous functional on $\mathbb{C}[0, t]$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{Q\left(\xi_{n}\right) \leqq x\right\}=P\{Q(\xi) \leqq x\} \tag{11}
\end{equation*}
$$

in every continuity point of $\underset{\sim}{f}\{Q(\xi) \leqq x\}$ -
$\int$ Froof. By Theorem I it is sufficient to prove that for every $\varepsilon>0$ there exists a compact set $K_{\varepsilon}$ in $C[0, t]$ such that $\mu_{n}\left(K_{\varepsilon}\right) \geqslant 1-\varepsilon$ for $n=1,2, \ldots$. We can construct a compact set $K_{\varepsilon}$ in the same way as in the proof of the second statement of Theorem 46.7. (Formulas (46.133) to (46.142).) Only the set $F_{0}$ should be chosen differently. Since $P\left\{\xi_{n}(0) \leqq x\right\} \Longrightarrow P\{\xi(0) \leqq x\}$ as $n \rightarrow \infty$, therefore for any $\varepsilon>0$ we can find an $m_{0}$ such that $P_{m}| | \xi_{n}(0) \mid \leqq$ $\left.m_{0}\right\}>1-\varepsilon$ for $n=1,2, \ldots$. If we choose $F_{0}=\left\{f:|f(0)| \leq m_{0}\right\}$, then $\mu_{n}\left(F_{0}\right)>1-\varepsilon$ and the remaining part of the proof remains unchanged.

Now let us consider a few examples for the application of this theorem.

Let us suppose that $\{\xi(u), 0 \leq u \leq t\}$ is a separable Brownian motion process defined on the interval [ $0, t$ ]. Then with probability 1 the sample flunctions of the process are continuous functions. (See गheorern 50.1.)

Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}, \ldots$ be mutually independent and identically distributed real random variables for which $\underset{m}{E}\left\{\xi_{n}\right\}=0$ and $\underset{m}{E}\left\{\xi_{n}^{2}\right\}=I$. Define $\zeta_{n}=$ $\xi_{1}+\xi_{2}+\ldots+\xi_{n}$ for $n \geqq 1$ and $\zeta_{0}=0$. Let

$$
\begin{equation*}
\xi_{n}(u)=\zeta_{[n u]} / \sqrt{n} \tag{12}
\end{equation*}
$$

for $0 \leqq u \leqq t$. Then the finite dimensional distribution functions of the stochastic process $\xi_{n}=\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\}$ converge to the finite dimensional distribution functions of the Brownian motion process $\underset{\sim}{\xi}=\{\xi(u)$, $0 \leqq u \leqq t\}$. This follows from the central limit theoren and from the fact, that the process $\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\}$ has independent increments.

Now we cannot apply Theorem 2 directly because the sample functions of
the processes $\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\}$ are not continuous functions. However, we can easily overcome this difficulty. Let us define

$$
\begin{equation*}
\xi_{n}^{*}(u)=\frac{{ }^{\zeta}[n u]+(n u-[n u]) \xi_{[n u+1]}}{\sqrt{n}} \tag{13}
\end{equation*}
$$

for $u \geqq 0$. Then the stochastic process $\xi_{n}^{*}=\left\{\xi_{n}^{*}(u), 0 \leqq u \leqq t\right\}$ has continuous sample functions and the finite dimensional distribution functions of the process $\left\{\xi_{n}^{*}(u), 0 \leqq u \leqq t\right\}$ converge to the finite dimensional distribution functions of the Brownian motion process $\underset{\sim}{\xi}=\{\xi(u), 0 \leqq u \leqq t\}$. Since ${ }_{\left.\xi_{[n u p}+1\right]} / \sqrt{n} \Rightarrow 0$ as $n \rightarrow \infty$, this follows immediately from the resules mentioned above.

For the process $\left\{\xi_{n}^{*}(u), 0 \leqq u \leqq t\right\}$ we cari apply Theorem 2 and we can conclude that if $Q$ is any real continuous functional on $\mathbb{C}[D, t]$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{Q\left(\xi_{n}^{*}\right) \leqq x\right\}=P\{Q(\xi) \leqq x\} \tag{14}
\end{equation*}
$$

in every continuity point of $\underset{\sim}{P}\{(\underset{\sim}{\xi}) \leq x\}$.

For in this case (10) is satisfied which follows from the inequality (46.126). See formulas (46.126) to (46.132). This result is in agreenent with Theorem 46.7 .

If we suppose, for example, that $\underset{\sim}{P}\left\{\xi_{n}=1\right\}=\underset{\sim}{P}\left\{\xi_{n}=-1\right\}=1 / 2$ for $n=1,2, \ldots$, then the random variables $\zeta_{0}, \zeta_{1}, \ldots, \zeta_{n}, \ldots$ describe a syrmetric random walk, and for several functionals $Q$ the limit (14) can be determined directly.

On the one hand this result makes it possible to find the probability $\mathrm{P}\{Q(\xi) \leq \mathrm{x}\}$ for a Brownian motion process $\xi=\{\xi(\mathrm{u}), \mathrm{O} \leq \mathrm{u} \leqq \mathrm{t}\}$ and on the other hand it shows that the limiting distribution (14) does not depend on the particular sequence of random variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}, \ldots$, it depends only on the limiting distribution of $\zeta_{n} / \sqrt{n}$ as $n \rightarrow \infty$.

As a next example let us suppose that $\{\xi(u), 0 \leq u \leq t\}$ is a general Brownian motion process for which $E\{\xi(u)\}=\alpha u$ and $\operatorname{Var}\{\xi(u)\}=\sigma^{2} u$ where $\sigma$ is a positive constant. Then with probability 1 the sample functions of the process are continuous functions. (See Theorem 50.1.)

For every $n=1,2, \ldots$ let $\xi_{n l}, \xi_{n}, \ldots, \xi_{n k}, \ldots$ be mutually independent and identically distributed random variables for which

$$
\begin{equation*}
P\left\{\xi_{n k}=I\right\}=\frac{1}{2}+\frac{\alpha}{2 \sigma \sqrt{n}} \text { and } \underset{\sim}{P}\left\{\xi_{n k}=-1\right\}=\frac{1}{2}-\frac{\alpha}{2 \sigma \sqrt{n}} \tag{15}
\end{equation*}
$$

whenever $n>\alpha^{2} / \sigma^{2}$. Let $\zeta_{n k}=\xi_{n 1}+\xi_{n 2}+\ldots+\xi_{n k}$ for $n \geq 1$ and $k \geq I$ and $\zeta_{n Q}=0$ for $n \geqq 1$. Define

$$
\begin{equation*}
\xi_{n}(u)=\frac{\sigma \zeta_{n,[n u]}}{\sqrt{n}} \tag{16}
\end{equation*}
$$

for $0 \leqq u \leqq t$ and

$$
\begin{equation*}
\xi_{n}^{*}(u)=\frac{\sigma\left[\zeta_{n,[n u]}+(n-[n u]) \xi_{n,[n u+1]}\right]}{\sqrt{n}} \tag{17}
\end{equation*}
$$

for $0 \leq u \leq t$.

The finite dimensional distribution functions of both processes $\xi_{n}=\left\{\xi_{n}(u), 0 \leq u \leq t\right\}$ and $\xi_{n}^{*}=\left\{\xi_{n}^{*}(u), 0 \leq u \leq t\right\}$ converge to the finite dimensional distribution functions of the process $\underset{\sim}{\xi}=\{\xi(u)$, $0 \leq u \leq t\}$. While the sample functions of the process $\left\{\xi_{n}(u), 0 \leq u \leqq t\right\}$ are step functions, the sample functions of the process $\left\{\xi_{n}^{*}(u), 0 \leq u \leqq t\right\}$ are continuous functions. Furthermore, we can easily prove that (10) is satisfied for the process $\left\{\xi_{n}^{*}(u), 0 \leqq \check{u} \leqq t\right\}$. Thus Theorem 2 is applicable, ard we can conclude that if $Q$ is any real continkous functional on $C[0, t]$, then

$$
\lim _{n \rightarrow \infty}\left\{Q\left(\xi_{n}^{*}\right) \leq x\right\}=P\{Q(\xi) \leq x\}
$$

in every continuity point of $\underset{\sim}{P}\{Q(\xi) \leqq x\}$.
For several functionals the probability $P\left\{Q\left(\xi_{n}^{*}\right) \leqq x\right\}$ can be calculated explicitly and by forming its limit as $n \rightarrow \infty$ we can obtain $P\{Q(\xi) \leqq x\}$ for a general Brownian motion process $\xi=\{\xi(u), 0 \leq u \leqq t\}$.

A second important case for the application of Theorem 1 is the following. Let us suppose that the sample functions of the processes $\left\{\xi_{n}(u), 0 \leqq u \leqq I\right\}$ ( $n=1,2, \ldots$ ) and $\{\xi(u), 0 \leqq u \leqq 1\}$ belong to the space $D[0,1]$ with probability 1 . Here $D[O, 1]$ denotes the space of real functions $f(u)$ defined on the interval $[0,1]$ for which $f(u+0)$ and $f(u-0)$ exist at every point and $f(u+0)=f(u), f(0)=f(+0)$ and $f(1)=f(1-0)$.

Let us introduce a metric in the space $D[0,1]$ in the following way:

If $\underset{\sim}{f} \in D[0, I]$ and $\underset{\sim}{g} \in D[O, 1]$, then let us define the distance between $\underset{m}{f}$ and $g$ by

$$
\begin{equation*}
d(f, g)=\inf _{\lambda \varepsilon \Lambda}\left\{\sup _{0 \leq u \leq 1}|f(u)-g(\lambda(u))|+\sup _{0 \leq u \leq 1}|u-\lambda(u)|\right\} \tag{18}
\end{equation*}
$$

where $\Lambda$ is the set of continuous, increasing, real functions $\lambda(u)$ defined on the interval $[0,1]$ such that $\lambda(0)=0$ and $\lambda(1)=I$. We can easily check that $d(f, g)$ defines a metric on $D[0,1]$, and the space $D[0,1]$ with the metric (18) is a separable metric space. For each $\underset{m}{f} \mathrm{D}[0,1]$ let us define

$$
\begin{equation*}
\Delta_{a}(f)=\sup _{0 \leq u-a \leq t \leq u \leq v \leq v+a \leq 1}\{\min (|f(t)-f(u)|,|f(v)-f(u)|)\}+ \tag{19}
\end{equation*}
$$

$$
+\sup _{0 \leq u \leq a}|f(u)-f(0)|+\sup _{1-a \leq u \leq 1}|f(u)-r(1)|
$$

The following theorem is due to A. V. Skoroknod [537].

Theorem 3. Let us suppose that the sample functions of the processes
$\xi_{n}=\left\{\xi_{n}(u), 0 \leq u \leqq 1\right\} \quad(n=1,2, \ldots)$ and $\xi_{n}=\{\xi(u), 0 \leq u \leq 1\}$ belong to the space $\mathrm{D}[0,1]$ with probability 1 , and the finite dimensional distribution functions of the process $\left\{\xi_{n}(u), 0 \leqq u \leqq I\right\}$ converge to the finite dimensional distribution functions of the process $\{\xi(u), 0 \leqq u \leq 1\}$
as $n \rightarrow \infty$. If for every $\varepsilon>0$

$$
\begin{equation*}
\left.\lim _{a \rightarrow 0} \lim _{n \rightarrow \infty} \sup {\underset{\sim}{P}}_{P}^{P} \Delta_{a}\left(\xi_{n}\right)>\varepsilon\right\}=0, \tag{20}
\end{equation*}
$$

arid if $Q$ is a real continuous functional on $D[0,1]$ with the metric (18),
then
(21)

$$
\lim _{n \rightarrow \infty} P\left\{Q\left(\xi_{n}\right) \leqq x\right\}=\underset{\sim}{P}\{Q(\xi) \leqq x\}
$$

in every continuity point of $\mathrm{P}\{\mathrm{Q}(\underset{\sim}{\xi}) \leqq \mathrm{x}\}$.

For the proof of this theorem we refer to I. I. Gikhman and A. V. Skorokhod
[ 44 pp. 469-478] . Here we shall sketch only briefly the proof of Theorem
3. First, (20) implies that

$$
\begin{equation*}
\lim _{a \rightarrow 0} \sup _{n} P\left\{\Delta_{a}\left(\xi_{n}\right)>\varepsilon\right\}=0 \tag{२2}
\end{equation*}
$$

Since for any $\varepsilon>0$ and $c$ we have
(23) $\underset{\sim}{P}\left\{\sup _{0 \leq u \leq 1}\left|\xi_{n}(u)\right|>c\right\} \leq \underset{\sim}{P}\left\{\max _{0 \leq k \leq m}\left|\xi_{n}\left(\frac{k}{m}\right)\right|>c-\varepsilon\right\}+P\left\{\Delta \mathbb{I} / m_{m}\left(\xi_{n}\right)\right\}$,
and since

$$
\begin{equation*}
\left.\lim _{n \rightarrow \infty} P \underset{0 \leq k \leq m}{\{\max }\left|\xi_{n}\left(\frac{k}{m}\right)\right| \leq x\right\}=\underset{\sim}{P}\left\{\max _{0 \leq k \leq m}\left|\xi\left(\frac{k}{m}\right)\right| \leq x\right\} \tag{24}
\end{equation*}
$$

in every continuity point of the right-hand side, therefore by (20) we obtain that
(25)

$$
\lim _{c \rightarrow \infty} \sup _{n} P\left\{\sup _{O \leq u \leq I}\left|\xi_{n}(u)\right|>c\right\}=0 .
$$

Denote by $K(c, \omega)$ the set of functions $\{f(u)\}$ in $D[0,1]$ which satisfy the inequalities $|f(u)| \leqq c$ for $0 \leqq u \leqq 1$ and $\Delta_{a}(\hat{\rho}) \leqq \omega(a)$
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for $a>0$ where $\omega(a)$ is a nonincreasing continuous function of a for $0<a$ and $\lim \omega(a)=0$. Then $K(c, \omega)$ is a compact set. If for every $\varepsilon>0$ we choose $K_{\varepsilon}=K(c, \omega)$ wi.th a sufficiently large $c$, then by (25) the inequality (8) is satisfied, and by Theorem 1 we obtain that (21) holds.

In the following we shall give a few examples for the application of Theorem 3.

First, let us suppose that $\xi_{1}, \xi_{2}, \ldots, \xi_{n}, \ldots$ is a sequence of mutually independent and identically distributed real random variables. Write $\zeta_{\mathrm{rl}}=$ $\xi_{1}+\xi_{2}+\ldots+\xi_{n}$ for $n=1,2, \ldots$ and $\zeta_{0}=0$. Let us assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{\frac{\zeta_{n}}{B_{n}} \leqq x\right\}=R(x) \tag{26}
\end{equation*}
$$

where $R(x)$ is a nondegenerate stable distribution function of type $S(\alpha, \beta, c, 0)$ (the case of $\alpha=1, \beta \neq 0$ is excluded), $B_{n}>0$ for $n=1,2, \ldots$ and $\lim _{n \rightarrow \infty} B_{n}=\infty$.

Define

$$
\begin{equation*}
\xi_{n}(u)=\frac{\zeta_{n u]}}{B_{n}} \tag{27}
\end{equation*}
$$

for $0 \leq u<1$ and $n=1,2, \ldots$ and $\xi_{n}(1)=\zeta_{n-1} / B_{n}$ for $n=1,2, \ldots$.

Let $\{\xi(u), 0 \leqq u \leqq 1\}$ be a stable stochastic process of type $S(\alpha, \beta, c, 0)$ where $\beta=0$ if $\alpha=1$. (See formulas (51.61) and (51.62).) Then

$$
\begin{equation*}
P\left\{\xi(u) \leqq u^{1 / \alpha} x\right\}=R(x) \tag{28}
\end{equation*}
$$

for $0<u \leqq 1$.

Since both $\left\{\xi_{n}(u), 0 \leqq u \leqq 1\right\}$ and $\{\xi(u), 0 \leqq u \leqq 1\}$ have independent increments, it follows from (25) that the finite dimensional distribution functions of the process $\xi_{n}=\left\{\xi_{n}(u), 0 \leqq u \leqq I\right\}$ converge to the finite dimensional distribution functions of the process $\underset{\sim}{\xi}=\{\xi(u), 0 \leq u \leq 1\}$ as $n \rightarrow \infty$.

For the process $\left\{\xi_{n}(u), 0 \leqq u \leqq 1\right\}$ the condition (20) is satisfied. This can be proved by using (26) and the inequality
(29)

$$
\underset{\sim}{P}\left\{\Delta_{a}\left(\xi_{n}\right)>\varepsilon\right\} \leq 2 P\left\{\sup _{0 \leq u \leq 4 a}\left|\xi_{n}(u)\right|>\frac{\varepsilon}{4}\right\}+
$$

$$
+\left(1+\frac{1}{a}\right)\left[\underset{\sim}{p}\left\{\sup _{0 \leq u \leq 4 a}\left|\xi_{\mathrm{rl}}(u)\right|>\frac{\varepsilon}{4}\right\}\right]^{2} .
$$

For details of this proof see I. I. Gikhnen and A. V. Skorokhod [44 pp.480-483].

Thus we can conclude that if $Q$ is a real and continuous functional on $D[0,1]$ with the metric (19), then (21) holds.

If, in particular,

$$
\begin{equation*}
Q(f)=\sup _{0 \leq u \leq 1} \frac{|f(u)+a(u)|}{b(u)} \tag{30}
\end{equation*}
$$

where $a(u)$ and $b(u)>0$ are continuous functions of $u$, then $\hat{Q}$ is continuous in the metric (19), and by Theoreni 3 we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{a\left(\frac{k}{n}\right)-x b\left(\frac{k}{n}\right) \leq \frac{\zeta_{k}}{B_{n}} \leq a\left(\frac{k}{n}\right)+x b\left(\frac{k}{n}\right) \text { for } k=1,2, \ldots, n\right\}= \tag{31}
\end{equation*}
$$

$$
P\{a(u)-x b(u) \leqq \xi(u) \leqq a(u)+x b(u) \text { for } 0 \leqq u \leqq 1\}
$$

for $x \geqq 0$.

If

$$
\begin{equation*}
Q(f)=\int_{0}^{I} h(f(u)) d u \tag{32}
\end{equation*}
$$

where $h(x)$ is a continuous function defined on the interval ( $-\infty, \infty$ ), then $Q(f)$ is a continuous functional in the metric (18), and by Theorem 3 we odtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{\frac{1}{n} \sum_{k=1}^{n} h\left(\frac{\zeta_{k}}{B_{n}}\right) \leq x\right\}=P\left\{\int_{0}^{1} h(\xi(u)) d u \leq x\right\} \tag{33}
\end{equation*}
$$

in every continuity point of the limiting distribution function.
As a second example, let us suppose that $\left\{\xi_{n_{1}}(u), 0 \leqq u \leqq I\right\}$ is a compound Poisson process for every $n=1,2, \ldots$ and that

$$
\begin{equation*}
\underset{m}{E}\left\{e^{-s \xi_{n}(u)}\right\}=e^{u \Psi_{n}(s)} \tag{34}
\end{equation*}
$$

for $\operatorname{Re}(s)=0$. Furthermore, let $\{\xi(u), 0 \leqq u \leqq 1\}$ be a nomogeneous stochastic process with independent increments for which

$$
\begin{equation*}
E\left\{e^{-s \xi(u)}\right\}=e^{u \Psi(s)} \tag{35}
\end{equation*}
$$

for $\operatorname{Re}(s)=0$.

Let us suppose that the finite dimensional distribution functions of
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the process $\left\{\xi_{n}(u), 0 \leqq u \leqq I\right\}$ converge to the finite dimensional distribution functions of the process $\{\xi(u), 0 \leqq u \leqq 1\}$.

We can easily see that the finite dimensional distribution functions of the process $\left\{\xi_{n}(u), 0 \leqq u \leqq i\right\}$ converge to the finite dimensional distribution functions of the process $\{\xi(u), 0 \leqq u \leqq I\}$ if and only if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \Psi_{n}(s)=\Psi(s) \tag{36}
\end{equation*}
$$

for $\operatorname{Re}(s)=0$.

We note that if $\{\xi(u), 0 \leq u \leq 1\}$ is any homogeneous stochastic process with independent increments, then we can find a sequence of compound Poisson processes $\left.\left\{\xi_{n}(u), 0 \leqq u \leqq\right]\right\}$ such that the finite dimensional distribution functions of the process $\left\{\xi_{n}(u), 0 \leq u \leq l\right\}$ converge to the functions finite dimensional distribution of the process $\{\xi(u), 0 \leqq u \leqq 1\}$.

Let us suppose that the processes $\left\{\xi_{n}(u), 0 \leqq u \leqq 1\right\}$ and $\{\xi(u)$, $0 \leq u \leqq l\}$ are separable. By Theorem 5 we can always choose such versions of these processes for which the sample functions belong to $D[0,1]$ with probability 1 .

Now in a similar way as in the previous example we can prove that (29) holds and that (36) implies (20). Thus Theorem 3 is applicable and (21) holds for any real and continucus functional on $\mathrm{D}[0,1]$ with the metric (18).

As a third example, let us suppose that for each $n$ we distribute $n$ points at random on the interval (0, 1) in such a way that each point has a uniform distribution over ( 0,1 ) . For each $n=1,2, \ldots$ denote by $v_{n}(u)$ the number of random points in the interval ( $0, u$ ] where $0 \leq u \leq 1$.

Define

$$
\begin{equation*}
n_{n}(u)=\frac{v_{n}(u)-n u}{\sqrt{n}} \tag{37}
\end{equation*}
$$

for $0 \leqq u \leqq 1$. Then $n_{n}=\left\{n_{n}(u), 0 \leqq u \leqq 1\right\}$ is a stochastic process whose sample functions belong to $\mathrm{D}[0,1]$.

Let $n=\{\eta(u), 0 \leqq u \leqq 1\}$ be a Gaussian stochastic process for which $\underset{n}{E}\{\eta(u)\}=0$ if $0 \leqq u \leqq 1$ and $\underset{m}{E}\left\{\eta(u)_{r_{1}}(v)\right\}=\min (u, v)-u v$ if $0 \leqq u \leqq I$ and $0 \leq V \leqq 1$, (See Section 50.)

We can easily prove that the finite dimensional distribution functions of the process $\left\{n_{n}(u), 0 \leqq u \leqq l\right\}$ converge to the finite dimensional distribution functions of the process $\{\eta(u), 0 \leqq u \leqq 1\}$ as $n \rightarrow \infty$.

For the process $\{n(u), 0 \leqq u \leqq 1\}$ we have $\underset{m}{ }\{n(0)=0\}=P\{\eta(1)=$ $0\}=1$ and we can represent $\eta(u)$ for $0<u<I$ in the following way:

$$
\begin{equation*}
n(u)=(1-u) \xi\left(\frac{u}{1-u}\right) \tag{38}
\end{equation*}
$$

where $\{\xi(u), Q \leq u<\infty\}$ is a Brownian motion process.

If we suppose that $\{\eta(u), 0 \leq u \leq l\}$ is a separable process, then by Theorem 50.1 we can conclude that the sample functions of the process $\{n(u), 0 \leq u \leq l\}$ are continuous with probability 1 . For, in this case, $\xi(u)=(I+u) r_{1}(u /(I+u)) \quad(0 \leq u<\infty)$, is a separable Browrian motion process, and thus Theorem 50.1 is applicable. Accordingly, if $\{\eta(u), 0 \leqq u \leqq 1\}$ is a separable process, then the sample funetions with probability 1 belong to the space $C[0,1]$ and consequently to the space $D[0,1]$ toc.

Now we can prove that

$$
\begin{equation*}
\lim _{a \rightarrow 0} \lim _{n \rightarrow \infty} \sup P\left\{\Delta_{a}\left(n_{n}\right)>\varepsilon\right\}=0 \tag{39}
\end{equation*}
$$

for every $\varepsilon>0$. This follows from the inequality

$$
\begin{equation*}
\underset{\sim}{P}\left\{\Delta_{a}\left(n_{n}\right)>\varepsilon\right\} \leq P\left\{\sup _{l u-v k_{a}}\left|r_{n}(u)-\eta_{n}(v)\right|>\varepsilon\right\} \tag{40}
\end{equation*}
$$

and the limit relation

$$
\begin{equation*}
\lim _{a \rightarrow 0} \lim _{n \rightarrow \infty} \sup P\left\{\sup _{\mid u-v k a}\left|n_{n}(u)-n_{n}(v)\right|>\varepsilon\right\}=0 . \tag{41}
\end{equation*}
$$

By Theorem 3 we obtain that if the process $\{\eta(u), 0 \leqq u \leqq 1\}$ is separable and if $Q$ is a real and continuous functional on $D[0,1]$ with the metric (19), then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{Q\left(n_{n}\right) \leq x\right\}=P\{Q(n) \leq x\} \tag{42}
\end{equation*}
$$

in every continuity point of $P\{Q(n) \leqq x\}$.
In Section 39 we have already mentioned some particular cases of (42). In particular, we considered the functionals $Q(f)=\max _{0<u<1} f(u), Q(f)=$ $\max |f(u)|$, and
$0 \leq 1 \leq 1$

$$
\begin{equation*}
Q(f)=\int_{0}^{1}[f(u)]^{2} d u \tag{43}
\end{equation*}
$$

which are continuous in the metric (18).

Finally, let us consider the following example. Let us suppose that
for each $n=1,2, \ldots$ we have a box which contains $2 n$ cards of which $n$ are marked +1 and $n$ are marked -1 . We draw each of the $2 n$ cards from the box without replacement. Let us suppose that every outcome of this random trial has the same probability. Denote by $\sigma_{n}(k)$ the sum of the first $k$ numbers drawn $(k=1,2, \ldots, 2 n)$ and let $\sigma_{n}(0)=0$. Define

$$
\begin{equation*}
\eta_{n}(u)=\frac{\sigma_{n}(2 n u)}{\sqrt{2 n}} \tag{44}
\end{equation*}
$$

for $0 \leqq u<1$ and let $\eta_{n}(2 n)=\sigma_{n}(2 n-1) / \sqrt{2 n}$. Then $\eta_{n}=\left\{\eta_{n}(u), 0 \leqq u \leqq 1\right\}$ is a stochastic proces whose sample functions belong to $D[0,1]$.

Let $\eta_{=}=\{\eta(u), 0 \leqq u \leqq 1\}$ Be a Gaussian stochastic process for which $E\{n(u)\}=0$ if $0 \leq u \leqq 1$ and $E\{n(u) n(v)\}=\min (u, v)-u v$ if $0 \leqq u \leqq 1$ and $0 \leqq \mathrm{~V} \leqq 1$.

We can easily see that the finite dimensional distribution functions of the process $\left\{\eta_{n}(u), 0 \leq u \leq l\right\}$ converge to the finite dimensional distribution functions of the process $\{n(u), 0 \leqq u \leqq l\}$ as $n \rightarrow \infty$.

As we mentioned earlier, if we suppose that the process $\{n(u), 0 \leqq u \leqq l\}$ is separable then the sample functions are continuous with probability 1 .

By using the inequality (40) we can prove that (39) is satisfied in this case too. Thus by Theorem 3 we can conclude that if the process $\{\eta(1.1)$, $0 \leqq u \leqq 1\}$ is separable and if $Q$ is a real and continuous functional on $D[0,1]$ with the metric (18), then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{Q\left(n_{n}\right) \leq x\right\}=\underset{\sim}{P}\{Q(\eta) \leq x\} \tag{45}
\end{equation*}
$$
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For example, if $Q(f)=\max _{0 \leq u \leq 1} f(u)$, then $Q$ is continuous in the metric (18) and by (45) we can conclude that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{\max _{0 \leq k \leq n} \sigma_{n}(k) \leqq \sqrt{2 n} x\right\}=\underset{\sim}{P}\left\{\sup _{\substack{\underline{x \leq 1 \leq 1}}} n(u) \leqq x\right\} . \tag{46}
\end{equation*}
$$

We already saw that

for $c=0,1, \ldots, n$. (See formulas (39.71) and (39.172).) If we put $c=[\sqrt{2 n} x]$ in (47) where $x \geq 0$ and let $n \rightarrow \infty$, then we obtain that

$$
\begin{equation*}
P\left\{\sup _{0 \leq u \leq 1} n(u) \leq x\right\}=1-e^{-2 x^{2}} \tag{48}
\end{equation*}
$$

for $\mathrm{x} \geq 0$ whenever $\{n(u), 0 \leqq u \leqq 1\}$ is a separable Gaussian process for which $\underset{m}{E}\{n(u)\}=0$ and $\underset{\sim}{E}\{n(u) n(v)\}=\min (u, v)-u v(0 \leqq u \leqq I$, $0 \leqq v \leqq 1)$ 。

We note that if in the last example we define

$$
\begin{equation*}
\eta_{n}^{*}(u)=\frac{\sigma_{n}(2 n u)+(2 n u-[2 n u])\left[\sigma_{n}(2 n u+1)-\sigma_{n}(2 n u)\right]}{\sqrt{2 n}} \tag{49}
\end{equation*}
$$

for $0 \leqq u \leqq 1$, then $\left\{n_{n}^{*}(u), 0 \leqq u \leqq 1\right\}$ has continuous sample runctions, and the finite dimensional distribution functions of the process $\left\{n_{n}^{*}(u)\right.$, $0 \leq u \leq 1\}$ converge to the finite dimensional distribution functions of the process $\{n(u), 0 \leqq u \leqq 1\}$.

We can prove that (4.1) is satisfied for the process $n_{n}^{n}=\left\{\eta_{n}^{*}(u)\right.$, $0 \leqq u \leqq 1\}$. Thus by Theorem 2 we can conclude that if $\eta=\{\eta(u)$, $0 \leqq u \leqq 1\}$ is a separable Gaussian process for which $E\{n(u)\}=0$ and $E\{n(u) \eta(v)\}=\min (u, v)-u v \quad(0 \leqq u \leqq 1,0 \leqq v \leqq 1)$ and if $Q$ is a real continuous functional on $C[0,1]$ with the metric $\rho$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\{Q(\underset{\sim}{n}) \leqq x\}=\underset{\sim}{*}\{Q(n) \leqq x\} \tag{50}
\end{equation*}
$$

in every continuity point of $\underset{m}{P}\{(\eta) \leqq x\}$.

If, in particular, $Q(f)=\max f(u)$, then $Q$ is continuous on $C[0, I]$ and (50) reduces to (46). $0 \leq u \leq 1$

We shall close this section by giving a brief account of the historical development of the subject of weak convergence of stochastic processes.

The problem of weak convergence of stochastic processes goes back to 1900 when L. Bachelier [481] approximated a Brownian motion process $\{\xi(u), 0 \leq u \leq \infty\}$ by a sequence of random walk processes and found the probability $\underset{\sim}{P}\left\{\sup _{0 \leq u \leq t} \xi(u) \leqq x\right\}$.

The general problem of finding conditions for the validity of (2) has received considerable attention.

In the case where the process $\xi_{n}=\left\{\xi_{n}(u), 0 \leqq u \leqq t\right\}$ is defined as suitably nomalized sums of mutually independent random variables and $\underset{\sim}{\xi}=$ $\{\xi(u), 0 \leqq u \leqq t\}$ is a Brownian motion process, the limit theorem (2)
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was proved for various functionals $Q$ in 1931 by A. N. Kolmogorov [ 511], [512] and in 1946 by P. Errốs snd M. Kac [502],[503]. Their results were extended in 1951 by M. D. Donsker [494]. Several results are mentioned in Section 45 for the applications of Donsker's theorem. Theorem 2 was found in 1953 by Yu. V. Prochorov [522 ], [523]. See also A.N. Kolmogorov and Yu. V. Prochorov [514].

In 1949 J . L. Doob [ 328 ] considered the case where $n^{\xi} n$ is defined by (37) and $\xi$ is defined by (38) and $Q=\sup _{0 \leq u \leq 1}|f(u)|$. Doob's heuristic results were justified in 1952 by M. D. Donsker $\left[495^{\circ}\right]$.

In 1955 A. V. Skorokhod [ 535] proved Theorem 3 for stochastic processes with independent increments andin1956 A. V. Skorokhod [537] proved Theorem 3 in the general case.

Further extensions of the results given in this section can be found in the references at the end of this chapter.
53. Problems
53.1. Let $\{v(t), 0 \leq t<\infty\}$ be a recurrent process with mean recurrence time $a$ where $a$ is a finite positive number. Prove chat

$$
\left.\operatorname{rim}_{t \rightarrow \infty}^{P t} \frac{v(t)}{t}=\frac{1}{a}\right\}=1 .
$$

(See J. L. Doob [199].)
53.2. Let $\xi_{1}$ and $\xi_{2}$ be independent random variables for which

$$
\underset{\sim}{P}\left\{\xi_{1}+\xi_{2}=k\right\}=e^{-a} \frac{a^{k}}{k!} \quad(k=0, I, \ldots) .
$$

Prove that there exists a constant $c$ such that $\xi_{1}+c$ and $\xi_{2}-c$ both have a Poissor distribution. (See D. A. Raikov [ 157 ].)
53.3. Let $\{v(u), 0 \leq u<\infty\}$ be a Poisson process of dersity $\lambda$. Prove that

$$
P\{v(i)=i \text { for } k \text { values } i=1,2, \ldots, n \mid v(n)=n\}=\frac{n!k}{(n-k)!n^{k+1}}
$$

for $k=1,2, \ldots, n$.
53.4. Let $\{\nu(t), 0 \leq t<\infty\}$ be a recurrent process where the recurrence times $\theta_{k}(k=1,2, \ldots)$ have the distribution function

$$
F(x)= \begin{cases}1-\frac{1}{x(\log x)^{2}} & \text { for } x \geqq e \\ 0 & \text { for } x<e\end{cases}
$$

Determine the asymptotic distribution of $v(t)$ as $t \rightarrow \infty$.
53.5. Let $\xi_{1}, \xi_{2}, \ldots, \xi_{\mathrm{n}}, \ldots$ be matually independent and identically distributed random variables having the same stable distribution function of type $S(\alpha, \beta, c, 0)$ where $\alpha \neq I, c>0$. Let $\zeta_{n}=\xi_{1}+\xi_{2}+\ldots+\xi_{n}$ for $n=$ $1,2, \ldots$ and $\tau_{0}=0$. Denote hy $\tau_{1}, \tau_{2}, \ldots, \tau_{k}, \ldots$ the successive ladder indices in the sequence $\zeta_{0}, 5_{1}, \ldots, \zeta_{n}, \ldots$, that is, $\tau_{1}$ is the smailest $\mathrm{n}=1,2, \ldots$ for which $\zeta_{\mathrm{n}}>\zeta_{0}, \tau_{2}$ is the smallest $\mathrm{n}=2,3, \ldots$ for which $\zeta_{\mathrm{n}}>\zeta_{\tau_{1}}$ and so on. Then $\tau_{1}, \tau_{2}-\tau_{1}, \tau_{3}-\tau_{2}, \ldots$ is a sequence of mitually independent and identically distributed random variables taking on positive integers oniy. Define $v(t)$ for $t \geqslant 0$ as a discrete random variabie taking on nornegative integers on'y and satisfying the relation $\{v(t) \geq k\} \equiv\{\tau, t\}$ for all $t \geq 0$ and $k=0,1,2, \ldots$. Then $\{\nu(t), 0 \leqq t<\infty\}$ is a recurrent process. Determine the asymptotic distribution of $v(t)$ as $t+\infty$.
53.6. Find the asymptctic distribution of $\zeta_{\tau_{n}}$ as $n \rightarrow \infty$ in Problem 53.5.
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