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CHAPTER IV 

ORDERED P ARTIAJ.J SOMS 

28. Preliminaries. Let x0 , x1 , ... , xn be real numbers and arrange 

them in increasing order of magnitude. Let us assurne that xi precedes 

if either and i < j • Denote by 

(1) * xk == R , (x0 , x1 s ••• , x ) . n,K n 

the k-th (k = 0,1, .•• , n) nurnber L~ the ordered sequence. Then 

* < x = n • 

Let .;
1

, .;
2

, ••• , .;
11 

, ••• be mutually independent and ider1tically 

d:i.stributed real random variables. De fine r; = r;1+ ••• +.; for n = 1,2, .•. n n 

and ç0 = O • Write 

(2) 

for k = 0,1, •.• , n and n = o,~,2, .... We say that ··1 is the k-th 'n,k 

(k = 0,1, •.• , n) ordered partial sUin in the sequence r;
0

, r;1 , •.. , r.n. 

We rave n < n < ••• <n • no= nl = = nn 

Our aim in this chapter is to give mathematical methods for finding 

the distribution of the randan variable •1 k n, for 0 < k < n • 
= = Such 

methods were gi ven in 1952 by !f. Pollaczek [ 5 ] , in 1960 by ;r. G ~ Wen'?:el 

[ 7 ] and in 1962 by D. A. Darling [ 2 ] • 
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In what follows we shall introduce sorne auxiliary random variables 

which will be useful in solvi.....ng our problern; • 

Let (a 0, anl, ••• , a ) be that permutation of (0,1, ••• ) n) for n, nn 

which n - ;r nk - "'a 
nk 

for k = 0,1, ••• , n • In other words ank · (k = 0,1, ••• , n) 

is the subscript of the k-th ordered . partial surn in the sequence 

We have a = j nk if and only if nnk = r;j • 

Denote by ( Q S Q ) the inverse of the permutation µnO' nl' • • ·' µnn 

(a 0' a ,, ••• , a ) 'that is, snj = k if and only if ank= j • In other n ri_ nn 

word~, i3nk (k = 0,1, ••• , n) is the rank of the k-th partial surn in the 
1 

seq~nce r;0 , r;1 , ... , r;n. We have Snk = j if and only if nn..i = r;k • 

We note that as we defined in Section 14 and 

* as we deffr1ed in Section 15. Furthermore, we have S = p as we d.efineä nn n 

in Section 22. 

We are interested in finding the distribution of nnk for O ~- k < n ; 

however, to achieve our goal we shall solve first a more general problern. 

Iet us define the following expectation 

(3) 
-sn -vr; a 

Ank(s,v,z) =~{e nk n z nk} 

which exists if Re(s) = Re(v) = 0 and 0 ~ k 2_ n • We shall deternL111e 

the generating function 

(4) 
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for Re(s) = Re(v) = 0 , lzl ..::_ 1 , lwl < 1 and IP! < 1 • If v = 0 

and z = 1 in (4) , then we obtain the generating function 

(5) 

-sn 
for Re(s) = 0, lwl < 1 and IP! < 1 . From (5) we can obtain E{e nk} 

and 
1
!.{ nnk < x} can be obtained by ihversion. 

The detennination of the ~enerating function (4) makes it possible to solve 

another problem which we discussed at the end of Section 2L1. Denote by 

en (x? +-he mmber of partlal sums z;;0 , z;; 1 , ••• , z;;n which are ~ x • 

1 

Accorcling to Theorem 24.3 we have 

1 

(6) 
m m -vz;; e (x) m h -sn -vz;; 
\ Pn f -sx E n n } ( ) \ \ nk n} n k l e dx {e w = - 1-w L l E{e p w 

n=O _.., ""' n=O k=Ó 

for Re(s) = Re(v) = 0, lwi <l and !PI< 1. The right-hand side of 

(6) can be obtained by (4) in the particular case when z = 1 • By (6) 

we can find the joint distribution of z;; and e (x) for n = 1,2, •.• 
n n 

and f or any real x • 

Ta.king into account what we said above we can state our goal as the 

detennination of the generating function (4). 

;be 
If we would able to provide a simple proof for the follrnving relation 

(7) A. k(s,v,z) = A .. k(s,v,z)A 1 0(s,v,z) n --k · n-K,• 

which holds for 0 < k ~ n , then we could obtain (4) irnrnediately by 

using 'rheoran 24 .1 • Although the relation ('7) is simple its prooi' is far 
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fran evident. Actually, we shall conclude that (7) is true, only after 

(4) has been found. 

To find (4) we shall introduce another expectation 

(8) 
-se;, .-vc;, B • 

Bnj(s,v,w)=!_~e J nwnJ} 

which exists if Re(s) = Re(v) = 0 and 0 ~ j < n • We shall show that 

(9) 
00 

n ) n k _ ~ ~ n j I l Ank(s,v,z p w - l l B .(s,v,w)p z 
n=O k=O n=O j =O r1J 

1 

for 1Re(s) = Re(v) = O, lpzwl < 1, !Pwl < 1, IPzl < 1 and IPI < 1. 

1 

Furthermore, we shall show that 

(10) B .(s,v,w) = Bj.(s,v,w)B j 0(s,v,w) 
nJ J n- ' 

for 0 < j ~ n which can easily be proved. Finally, B (s,v,w) and nn 

Bn0(s,v,(J1) for n = 0,1,2, ••• can be obtained by Theorem 24.1 • 
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29. T'ne Determination of Bnj(s,v,w) • For any event A define 

ê(A) = 1 if A occurs and ê(A) = O if A does not occur. The randan 

variable ê(A) is called the indicator variable of the event A • 

For any given j (j=O,l, ••• ,n) let us write ço == Çj- çj ' 

~l = çj+l- çj, ••• , çn-j = çn- çj 

and sn-j,k (k = 0,1, ••• , n-j) 

and define Cl • k n-J: 
(k = 0,1, ••• , n-j) 

f or the sequence in 

exactly the sarne was as we defined gnk and Snk for ç0 , z:1 , ..• , z:n • 

Theorem 1. We have 

(1) o(ank= j) = I o(a. = j)o(a = O) 
max(O,j+k-n)~~(j ,k) Jr n-j ,k-r 

for 0 < k < n , O < j < n and n = 0,1,2, •••• 

Proef" The event { anlt j } can occur in several mutually exclusi ve 

ways: There is an r [max(O,j+k-n) 5-. r 5-.min(j,k)] such that in the 

sequence ç0 , ç1 , ... , çj-l precisely r elements precede çj (that is, 

çi < çj holds for precisely r subscripts i =- 0,1, ••• , j-1) and in the 

sequence çj+l'"""' çn precisely k-r elements precede çj (that is, 

ç1 < çj holds for precisely k-r subscripts i = j+l, ••• , n) • Thus (1) 

fellows. 

Since fo .1,= j} = {S .= k} we can write equivalently that r.l.r\. DJ 

(2) o(Sn;= k) = l ö(S = r)ö(B . = k-r) 
•'<) max(O j+k-n)<r~min(j k) jj n-J ,O , - -- , 

for 0 < k < n , 0 < j < n and n = 0,1,2, •••• 
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Theorem 2. If Re(s) = 0 and Re(v) = 0 , then we have 

(3) B .(s,v,w) = B .. (s,v,w)B . 
0

(s,v,w) 
DJ JJ n-J' . 

f or 

-sç.-vr; 
Proof. Let us multiply (2) by e J nwk • Then we obtain that 

(4) 
-sr;.-vr; k -sr;.-vr;. 

e J nw ó(8 .= k) = L [e J Jwró(8 .. = r)] • 
DJ rnax(O,j+k-n)<r<min(j ,k) JJ 

-v(r; -z;.) k n J -r -·[e w 6(8 . = k-r)] • · n-J ,O '· 

i 

The tw0 :Lactors in brackets on the right-hand side of (4) are independent 
1 
1 

1 

and ~he 
-vr; . 

second factor has the same distribution as e n-J wk-r8(8 . 
0
= k-r). 

11-J, 

If we form the expectation of (4), then we get (3) which was to be proved. 

Let us define 

+ -vr; 8 
(5) Bn(v,w) = E{e nw nn} 

•"'V"-

and 
-vr; 6 

(6) B~(v,w) = E{e nw nO} 
'""" 

for Re(v) = 0 and n = 0,1,2, •••• Then we can write that 

(7) 

and 

( 8) B 
0

(s,v,w) = B-(v,w) n n 

and thus 
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(9) + -BnJ.(s,v,w) = B.(s+v,w)B .(v,w) J n-J 

for Re(s) = 0 , Re(v) = O and 0 < j < n • 

Theorem 3. We have 

(10) - n...+ 1 B (v,w) = w b (v, -) n n w. 

and 

( 11) + n....- 1 B (v,w) = w b (v, -) n n w 

for n = 0,1~2, •.• and Re(v) = 0. 

\ 

! Proof. 
1 

We shall prove that the joint distribution of sn and 8nn 

is the same as the joint distribution of s and n-S 
0 

• Hence both n n 

(10) and (1:) follow. 

Let us write si= sn- sn-i for i = 0,1, ••• , n and define Sno 

for ~0 , r,;1 , ... , sn in the same way as we defined Snü for s0 , ç1 , ... , sn. 

Then we have S 0 = n - S . For if S == k , then r; • ~ 1:; for exactly k n nn nn i-· n 

subscripts i = 0,1, ••• , n-1 or, equivalently, r. = r - r • < 0 for 'i 'n 'n-i = 

n-k subscripts i = 1,2, ••• , n, that is, S 
0 

= n-k • 
n 

Thus 

and Bno = n- Snn . Since evidently (r;n, sn0) and (r;n' sn0) have 

identical two-dirnensional distributions, it fellows that 

(12) 
-vr a -vr n-a 

E{e 'n t\l""nO} = E{e "'n w ""nn} 

for Re(v) = O • This implies both (10) and (11). 
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(13) 

and 

(14) 

Let us introduce the generating fu..nctions 

00 

+ 'i' + n G (v,p,w) = l B (v~w)p 
n=O n 

00 

G-(v,p,w) = l B-(v,w)pn 
n=O n 

for Re{v) = 0, lwl < 1 and !PI < 1. 

Theorem 4. We have 

(15) + - 1 
G (v,p,w)G (v,p,w) = [l-p~(v)][l-pw~(v)] 

for Re ( v) = O , 1pw1 < 1 and 1 p 1 < 1 where 

(16) 
-vF, 

~(v) = E{e n} 
"""" 

for Re(v) = 0 . 

Proof. By (9) we can write that 

n + _ n 
l B.(v,w)B .(v,w) = l B .(O,v,w) 

j=O J n-J j=O nJ 

(17) 

for Re(s) = 0 • If we multi.ply (17) by pn and add for n = 0,1,2, .•. , 

then we get (15). 
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Theorem 5. If Re(v) = 0 , IP 1 < 1 and !Pwl < 1 , then we have 

(18) 

and 

( 19) 
+ -G-(v,p,w) = G (v,pw,O)G (v,p,O) 

where 
oo n 

T{log[l-p<P(s)]}+ l .e__ P{ç < 0} 
.tvv- - n=l n ,,.,,..... n 

+ e 
G ( s ,p, 0) = -----1_-P_<P_(_s~) ------ = 

(20) 
00 n -sç 

= exp { l .e_ E{e nó(ç < 0)}} 
l n """" n n= 

and 
oo n 

-T{log[l-·p<P(s)]}- l .e__ P{ç < 0} 
''""" n=l n ~ n 

G~(s,p,O) = e 

(21) 00 n -sç 
= exp { l .e_ E{e nó(ç .2:. 0)}} 

n ~ n-n=l 

for Re(s) = 0 and 

* Proef. c• S .ünce nn = pn (the subscript of the last maxirnal element 

in the sequence z:;0, z:;1, ••. , çn) , and since by Theorem 22.l 

and * (ç , l ) have the same two-dimensional distribution, it follows n n 

that 

(22) 

* for Re(s) = 0 , IP I < 1 and IPwl < 1 where Vnk(s) is defined by 

(23.3). The right-hand side of (22) is determined by (23.10) and by 

rlheor'E:m 24 .1 • Thus we obtain that 
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for Re(s) = 0, !PI <l and jpwl < l. By (15) and (23) we obtain that 

oo ( )n -sç n -sç 
(24) G-(s,p,w) = exp { l [ pw E{e no(ç < O)}+ L E{e no(ç 2:_0)}]} 

n=l n """ . n n ,.,...,,. n--

for Re(s) = 0, IPI <l and IPwl < 1. 

By Theorem 24.2 we can write that 

+ e-J'.{log[l-pwcp(s)]} rj{log[l-pcp(s)]} 00 pn(l-wn) . 
(25) G (s,p,w) = 1-pcp(s) exp {nrl n !{çn<O}} 

for Re(s) = 0, !PI < 1 and jpwl < 1. By (15) and (25) we obtain that 

(26) e-T{log[l-pcp(s)]}+'I'{log[l-pwcp(s)]} 00 n(l n) 
,.,..,_ .... \ p -w 

= 1 - pw<P(s) exp{- n;l n !{çn < O}} 

for Re(s) = 0 , !PI < 1 and !Pwl < 1 . 

and 

(27) 

and 

(28) 

Fonnulas (23), (24) and (25), (26) prove Theorem 5. 

Theorem 6. }:f Re(s) = Re(v) = 0 , lpwzl < 1 , jpwj < 1 , IPzl < 1 , 

!PI < 1 , then we have 

oo n nj + _ l l B .(s~v,w)p z = G (s+v,pz,w)G (v,p,w) 
n::.:O j=O nJ 

00 

~ 1 nj - + L l B .(s,v, -)(pw) z = G (s+v,pz,w)G (v,p,w) 
n==O j=O nJ w 
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where the right-hand sides can be obtained by (23) and (24) ~ (25) 

ard (26). 

Proof. 
n . 

If we multiply (9) by p zJ and add for j = 0,1, •.• , n 

ard n =0,1,2, •.• , then by (13) and (14) we obtain (27). 

By (9), (10) and (11) we can write also that 

(29) n ( 1 + w B . s,v, -) = B:(s+v,w)B .(v,w) 
nJ w J n-J 

for 0 < j .::_ n If we multiply (29) by pnzj and add for j == 0,1, ••. , n 

and n ;'.. 0,1,2, ••• , then by (13) and (14) we obtain (28). 
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30. The Determination of Ank(s,v,w) • By using the results of 

Section 29 we are in the posit:i.on to det~rmine the generating function 

(28.4). Next we shall prove that (28.9) holds indeed. 

Theorem !_. If Re(s) = 0 , Re(v) = 0 , lpwzl < 1 , IPwl < 1 , 

IPzl < 1 and IPI < 1, then we have 

oo n 
\ \ ( )nk + -( 1) l l Ank s, v, z p ui = G ( s+v, p z, w) G ( v, p, w) 

n=O k=O 

and 

(2) 
oo n 
\ \ ( n n-k - + l l Ank s,v,z)p w = G (s+v,pz,w)G (v,p,w) 

n=O k=O 

where the right-hand sides can be obtained by (23) §.Dd (24) or b;y_ (25) 

an'! (26). 

Proof. Since we have the obvious relation 

(3) 

for Re(s) = Re(v) <= 0 and for any z and w , or, equivalently, 

(4) 
n k ~ . l l\lk(s, v ,z)w = ). Bnj (s, v ,w)zJ , 

k=O " j=O 

i t follows that 

oo n oo n 
l l Ank(s,v,z)pnwk = l I Bn;Cs,v,w)pnzj 

n=O k=O ~ n=O j =O ·"" 
(5) 

for Re(s) = Re(v) = 0, jpwzl < 1, !Pwl < 1, IPzl < l and IPI < 1. 
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This proves that (28.9) is indeed true. Fonnula (1) follows frorn (29.27) 

and (5). 

If' we replace p by pw and w by l/w in (5) and if we use (29.28), 

then we obtain ( 2) • 

By (29.23) and (29.24) we can express (1) in the following equivalent 

wey 

(6) 
oo· n -snnk-vçn ank n k 
I l E{e z }p w = 

n=O k=O,.,.,.. 

o n -(s+v)ç n -(s+v)ç 
= exp { \ [(pwz) E{e r\5(ç > 0)} +(pz) E{e nê(ç <O'} + 

l n- rF n,.,,... n / 
n=l 

1 )n -vç n -vç 
+'pw_E{e nó(ç<O)}+LE{e nê(ç >O)}]} 

n ~ n n"""" n= 

whenever Re(s) = 0 , Re(v) = 0 , lpwzl < 1 , IPzl < 1 , IPwl < 1 and 

If we use (29.25) and (29.26), then by (1) we can write that 

(7) 
°" n k 

[l-pzq,(s+v)][l-pw<P(v)] l l Ank(s,v,z)pnw = 
n=O k=O 

( ) ( ) ( ) 
, ) 

00 n( n)(. n) == e-<P s+v,wpz +q, s+v,pz -<P v,p +<j>\V,pw exp{ _ l p 1-w 1-z _ P{~ < O}} 

1 n """'" n n= 

for Re(s) = 0 , Re(v) = 0 , lpwzj < 1 , jpzl < 1 , IPwl < 1 and 

IPI < 1, where 

(8) q,(s,p) = T{log[l·-p<P(s)]} ,,,....., 

f or Re ( s ) ::_ O and 1 p 1 < l • 
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We can also express (2) in a similar form as (6) or (7). 

We note that if w = 1 in (1), then we get 

(9) 
oo n 
~ \ A (s v z) n - 1 

n~O k~O nk ' ' P - [l-p~(v)][l-pz~(s+v)] 

for Re(s) = Re(v) = 0, lpzj < 1 and IPI < 1 . This follows from (7) 

or it can be proved directly as follows: 

00 n -sn -vç a 00 n -sç.-vç . \ \ , nk n nk n " ~ J n J n (10) l L ~i.e z }p = 2. l E{e · }z p = 
n=O k=O n=O j =O ,,.,.., 

for Re(s) ~ Re(v) ~ O, jpzj < 1 and !PI < 1. 

We mentioned at the beginning of Section 28 that the functions 

Ank(s,v,z) defined for 0 ~ k < n by (28.3) satisfy a s:imple relation, 

namely, (28.7). Now we shall prove that this relation is indeed true. 

Theorem 2. The functions 

defined for Re(s) = Re(v) = 0 and 0 ~ k .::_ n satisfy the relation 

(12) Ank(s,v,z) = ~(s,v,z)An-k 0(s,v,z) , 

for 0 ~ k < n • 
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Proof. This theorem follows immediately from Theorem 1. If we put 

w = 0 in (1), then we obta:in that 

00 

(13) \ n + -
l An0(s,v~z)p = G (s+v,pz,O)G (v,p,O) 

n=O 

and if we put w = 0 in ( 2) , then we obtain that 

(14) 
00 

L Ann(s,v,z)pn = G-(s+v,pz,O)G+(v,p,O) • 
n=O 

If we replace p by pu.i in (14) and if we form the product of (13) and (14) J 

then we obtain G+(s+v,pz,w)CC(v,p,u:) . '.Ibis follows from Theorem 29.5 . 

Accordingly by (1), (13) and (14) we can conclude that 

(15) ~ ~ (· )nk ~ n ~ n l l Ank s,v,z p w = ( l A 0(s,v,z)p )( l A (s,v,z)(pw) ) 
n=O k=O n=O n n=O nn 

for Re(s) == Re(v) = 0 ·' lpwz! < 1 , IPwl < 1 ; !Pzl < 1 and IP 1 < 1 . 

If we form the coefficient of pnwk for 0 < k .::_n in (15), then we 

obtain (12) which was to be proved. 

It is interesting to point out that we have the identity 

(16) 

for Re(v) = O and 0:;, k < n • This follows fran (29.27) and (30.1). 

For by (29.27) 

(17) 
"" n . + -l l B .(O,v,z)pnwJ = G (v,pw,z)G (v,p,z) 

n=O j=O DJ 

and by (30.1) 



co n 
(18) l l Aru/O,v,z)pnwk = G+(v"pz,w)G-(v,p,w) 

n=O k=O 

Tne right-hand sides 0f (17) and (18) are equal. which can be seen by using 

(29.18) and (29.19). Accordingly (16) is indeed true. 

In what fellows we shal.l provide a direct proef for (16). The identity 

(16) can aJ.so be expressed in the following form. 

'lheoran 3. If Re(v) = 0 and 0 ::_ k ,;;, n , then we have 

(19) 
-Vl;, a. -v-- 8 ~ n nk ~n nk 

E{ e w } "" . ~ e w } • 
~ ~ 

Proof. First we shal.l prove (19) in the particular case of k = 0 , 

and then we shall show that the general case can be reduced to this particular 

case. 

Iet k = O • Iet us define Sno and a.nO for the sequence 

(i = 0,1, •.• , n) in exactly the same w~u as we defined S ...,,,_, no 
and a.nO for the sequence s0 , s1 , ... , sn • We have Sno = n - Snn , 

ano = n- a.nn and sn = sn • In proving Theorem 29.3 we have already sh.own 

that if Bnn = k, then f:lno = n-k for k = 0,1, ••• , n. If a.nn = k 

where k = 0,1, ••• , n' then si< sk for 0 < i < k and si< sk for 

k < i < n ' or equival.ently' zn-i 2:. zn-·k for O < i < k 
==- = and ;- . > ;- k "'n-i "'n-

for k < i < n , that is, a. = n-k no • 

Accordingly, Bno and sn have the same joint distribution as n- i\m 

and r; , and similarly, 
n 

a. 0 and r, have the same joint distribution a.B n n 

n- a. and i;; • nn n 
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Now let us prove (19) for k = 0 . We shall prove by mathematical 

induction that f3no and çn have the sai-ne joint distribution as anO 

and ç for n = 0,1,2, •••• 
n 

If n = 0 , then a.00 = s00 = 0 , and the 

statement is true. Suppose that for n, where n = 1,2, ••• , the variables 

(Sn-l,O' r;n-l) and (an--l,O' çn-l) have the same two-dimensional 

distribution. Since f3n-l,O' an-l,O' 

·. çn = çn--l + t; n , i t follows that both 

and çn-l do not depend on t;n and 

(f3n-l 0' çn) and (an-1 0' çn) have 
' ' 

exactly the same two-dimensional distribution. 

ff çn ?:., O :- then evidently f3no = f3n--l,O and ctnO = an-l,O • 

if xl > O and j = 0,1, ••• , n-1, then 

1= 
(20) P{S O = j, ç ~ x} = P{f3 l O = j, ç ~ x} """' n n - """ n- , n -

and 

( 21) 

By the induction hypothesis the right-hand sides of (20) and (21) are 

equa.l and hene:e 

(22) 

for j = 0,1, ••• , n and x ~ 0 • If j = n, then both sides of (22) 

are o . 

If çn < O , then evidently S = f3 1 1 nn n- ,n-

and thus for x _::.. O and j = 1, 2, ••• , n 

&'!d et = a. nn n-1,n-l 

Thus 
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(23) 
= P{B = n-j, ç < x} = P{B = j-1, ç < x} ,,,_ n-1,n-l n """ n-1,0 n 

and 

(24) 

= P{a 1 1 = n-j, ; < x} = P{a 1 0 = j-1, ç < x} • 
"'- n- ,n- n ~- n- , n 

By the induction hypothesis the right-hand sides of (23) and (24) are 

equa.l and hence 

(25) P{B 
0 

= j, ç < x} = P{a 0 = j, ç < x} 
,;v..- n n ,·."' n n 

for x < 0 and j = 0,1, ••• , n. If j = O, then both sides of (25) are O. 

Since (22) hold..c; for all x > 0 and (25) holds for all x ~, 0 , it 

fellows that (a 0, ç ) have identical two-d.imensj_onal n n 

distributions. Thus by mathernatical induction it follows that (19) is true 

for k = 0 and all n = 0,1,2, •••• 

as (Bno' z;n) ' 

distribution as 

and (a 
0

, Z ) = (n- a , ç ) has the same two-·dimensional n n nn n 

(a 0 , ç ) , it follows that (19) is also true for k = n n n 

and all n = 0,1,2, •••• 

Finally, it remains to prove that (19) is true for all O<k<n and = = 

n = 0,1,2, ••• , that is, 

(26) Ank(O,v,w) = Bnk(O,v,w) 
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holds for all 0 < k ~ n and n =0,1,2, •••• We shall use Theorem 29.2, 

Theorem 29.6 and Theorem 30.l. . Accordingly, we have 

(27) 

where 

(28) 

and 

( 29) 

(30) 

+ -= G (s+v,pz,w)G (v,p,w) , 

00 

G+(s+v,pz,w) = n~O Bnn(s,v,w)(pz)n , 

00 

G-(v,p,w) = l B 
0

(o,v,w)pn • 
n=O n 

If we put s == 0 and u.i = 0 in ( 27) , then we obtain that 

00 

l A 0(0,v,z)pn = G+(v,pz,O)G-(v,p,O) • 
n=O n 

On the other hand since (26) is true for k = 0 , it fellows that 

00 

(31) l ( ) n _ ~ n _ -
=O A O O,v,z p - l B 0(0,v,z)p - G (v,p,z) • 

n n n=O n 

By comparing (30) and (31) we obtain that 

(32) - + ) -G (v,p,z) = G (v,pz,O G (v,p,O) 

which is in agreement with (29.19). 

If we replace p by pw and w by l/w in (27) and if we put s=O and 

w = 0 in i t, then we obtain that 
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(33) 
co 

\ ( n - + l A O,v,z)p = G (v,pz,O)G (v,p,O) • 
=O nn 

n 

On the other hand since (26) is true for k = n , it follows that 

co co 

(34) \ n \ n + 
l Ann(O,v,z)p = l Bnn(O,v,z)p = G (v,p,z) • 

n=O n=O 

By comparing (33) and (34) we cbtain that 

(35) +( + -G v,p,z) = G (v,p,O)G (v,pz,O) 

which is in agreement with (29.18). 

Thus by (27), (32) and (35) 

~ ~ ( )nl< + -- ) l l Ank s,v,z p w = G (s+v,pz,w)G (v,p,w = 
n=O k=O ·~ 

(36) 
= G+(s+v,pz,O)G-(s+v,pzw,O)G+(v,pw,O)G-(v,p,O) • 

If s = O in ( 36) , and if we interchange z and w , then the right-

hand side remains unchanged. Accordingly, we have the following identity 

00 

n nk ~ ~ nk (37) l l Anl,(O,v,z)p w = l l Ank(O,v,w)p z 
n=O k=O '- n=O k--0 

and by (27) we can express the right-hand side of (37) as 

(38) 

Consequently by (37) and (38) 

(39) 
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for Re(v) = 0 and 0 2_ k < n and n = 0,1,2, •••• This completes the 

proof of Theorem 3. 

In conclusion, we mention that Theorem 3 implies Theorern 2, that is, 

the identity 

(40) Ank(s,v,z) = ~(s,v,z)An-k 0(s,v,z) 
' 

for O < k < n and Re(s) = Re(v) = 0 • == = 

By (36) it follows that 

.., n .., .., 
(41) l I ArJc(s,v,z)pnwk = ( l ~0Cs,v,z)pn)( I Ann(s,v,z)(ow)n) • 

n=O k=O n=O n=O 

The two factors on the right-hand side of (41) can be obtained frc..m (36) 

by putting w = 0 in (36) first, and then by replacing p by pw and w by 

l/w in (36) and by puttü1g w = 0 in it. If we form the coefficient of 

pnwk in (41) for 0 < k < n then we obtain (40). 

If we start with Theorem 3, then the problem of find.ing Ank(s,v,z) 

for O < k ~ n can be reduced to finding G+(v,p,z) and G-(v,p,z) • 

'Ihese two functions can also be obtained directly from Theorem 29. 4 by 

us1rig the rrethod of factorization. 
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31. 'lhe Distribution of the k-th Ordered Partial Sum. Let 

(1) 
-sn -vr, 

'i' ~,,(s,v) = E{e nk n} 
l .IJ'\. ,....._._ 

for Re(s) = O , Re(v) = 0 , k = 0,1, ••• , n and n = 0,1,2, •••• By (28.3) 

we can write also that 

(2) 

Theorem 1. If Re(s) = O, Re(v) = 0, !Pi <l ai1d IPwl < 1, ~hen 

we have 

(3) 
cxi n n k e-::'.!'{log[l-pwij> (s+v) ]} + J'.{log[l-pcp (s+v) ]} 

n~ kio 'l.'nk(s,v)p w = [l-pq,(v)] [l·-p<j>(s+v)] -

where T operates on the variable s • 

Proof. Formula (3) is a particular case of (30.7) • If we put z = 1 

in (30.7), then we can obtain (3). 

We shall give, however, a separate proof for (3) based on the identl.ty 

(4) 

which holds for 0 < k ~- n and Re(s) = Re(v) = 0 • The identity (4) 

is a particular case of (30.12) or (30.40). 

* If we take into consideration that nnn = !1n defined in Section 17, 

then by Theorem 1'7 .1 we obtain that 

) ~ 'i' (s v) n = e:!{log[l-p<j>(s+v)]} 
(5 l nn ' P 

n=O 
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for Re ( s) ~- 0 , Re ( v) = 0 and 1 p 1 < l . If we take into cori..sideration 

that n 0 =-il defined in Section 17, then by Theorem 17.3 we obtain that 
n n 

.m T{log[l-p cp (s+v) J} 
'i' ( )n e-
n~ 'i' no s 'v P = ....,[ 1,,....--P-<P ...,...(v.....,)_]_[ l=---P-<P ..-( s-+-v) J (6) 

for Re(s) = O , Re(v) = 0 and IPI < 1 • 

Sirrce by (4) 

(7) 
m n k co m 

I I 'i'rukcs,v)pnw = < I 'i' cs,v)(pw)n)C I 'i' o<s,v)pn) 
n=O k=O n=O nn n=O n 

f or < 1, IPI < 1 and Re(s) = Re(v) = 0, we obtain (3) by (5) 

and (6). 

+ Let nnk =- rnax(O, nnk) • Our next aim is to gtve a method for fi.."1ding 

+ 
the distribution of nnk for 0 < k .::. n • 

De fine 

+ 
(8) 

-sn -vr;, 
~nk(s, v) = j2{e nk n} 

for Re(s) > 0 , Re(v) = 0 , 0 < k < n and n = 0,1,2, •••• 

Theorem 2. 

(9) 

We have 

m n 
(1-w)[l-pcp(v)] l l ~nk(s,v)pnwk = 

n==O k--0 

= 
1 

_ w e-!{log[l-pwcp(s+v)]} + 1'._{log[l-p9(s+v)]} 

for Re ( s) > 0 , Re ( v) = 0 , I p 1 < 1 and 1 P w ! < 1 • 
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Proof. By ( 3) we can wri te that 

(10) 

oo n 
\' \ n k (1--w)[l-pcp(v)] l l 'i'nk(s,v)p w = 

n=O k=O 

_ l..;.pwcf>(s+v) 
- [ 1-pq,(s+v) J -T{log[l-pwcp(s+v)]} + T{log[l-pcp(s+v)]} 

-we,,,_ ""-

for Re(s) = 0 , Re(v) = 0 , IPI < 1 ~~~d IPwl < 1 • We can see easily 

that (10_) considered as a fu.nction of s belongs to the space R introduced 
~ 

in Section 2. On the lef't-h&"1d side of (10) the functions 'l'nk(s, v) belong 

to R; 
4' 

Si.nee! 
1 

(11) 

and we can apply the operator T term by term in the double sum. ,.,._,..,_ 

f'or Re(s) ~ 0 , Re(v) = 0 and 0 < k _:_ n , it folJ.ows that if we apply 

the operator T to the left-hand side of (10), the:n we obtai.n the left -

hand S~Lde of ( 9) • We shall show that if we apply T to the right-hand 

side of ( 10) , then we get the right-hand s:i.de of ( 9) which implies the 

theorem. It is sufficient to show that 

(12) Tf 1-pwcp(s+v) e-,.'.E{log[l-pwcp(s+v)]} + .!_{log[l-pcp(s+v)]}} = 1 • 
1-p<j>(s+v) 

IV'-

This is true because obviously 

(13) 

and 

T{log[l-p~(s+v)]} 
f e-1 · 1-pcp (s+v) }== 

= T{e-log[l-pcp(s+v)]~{log[l-pcp(s+v)]}} = 1 
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T{[l-pwcf>(s+v) Je :'.E_Uog[l-pwcp(s+v)]}} = 

(14) 
= T{elog[l-pw~(s+v)]:':{log[l-pw~(s+v)]}} = 1 . 

In what follows we shall consider,some particular cases of Theorem 2 

separately. 

FirSt, we note that nnn > 0 and therefore 

~ (s,v) • Thus by (5) we have nn 

00 00 

(15) l ~nn(s,v)pn= l ~nn(s,v)pn = e~!{log[l-p~(s+v)]} 
n=O · n=O 

for Re(s) i O , Re(v) = O and IP 1 < 1 • The same result can be obtained 

fran (9) if we replace p by pw and w by l/w in it and put w = 0 in it. 

Second, we note that 

00 

(16) \ n 1 
n~ ~nO(s,v)p = 1-p~(v) 

for Re ( v) = 0 and 1 P 1 < 1 • Since + n 0 < 0 , it f ollows that n = O n = no 
and ~n0(s,v) = [~(v)]n for n = 0,1, •••• 

'lhird, we have 

"° n 
crn n~ J.-0 ~nk(s,v)pn = l-p~(v) :::{ 1-pqifs+v) } 

for Re(s) > 0 , Re(v) = 0 and !PI < 1 • 
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(18) 

Since 

n 
l 'i'nk(s 'v) 

k=O 

n -sn -vr;, 
= l E{e nk n} 

k=O ,..,~ 

n . . 
= l [~(s+v)]J[~(v)]n-J 

j=O 

for Re(s) = Re(v) = O , it follows that 

n -sr;, .-vr;, 
= I E{e J n} = 

j=O ""-

"" n , \' n 1 
(19) n~O k:O 'i'nk(s,v)p = fl-çi~(v)][l-p~(s+v)l. 

1 

1 

1 

for rees)= 0 'Re(v) = 0 and IPI < 1. If we apply ,,_'.: to (19), then 

we get ( 17) • The same result can also be obtained from ( 9) if we let 

w + 1 in it. 
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32. A Generalization of the Previous Results. Let us suppose that 

~ is a real random variable. Let ~ a11d the sequence {~n' n = 1,2, .•• } 

be independent. De fine 

(1) Î(s) = E{e-sç;} 
""""' 

fer Re(s) = 0 • 

In wha.t fellows we shall be concerned with the ra11dom variables 

(2) 

wher~ 1 0 < k ~ n . 
1 - -

If F. = O , then (2) !>educes to nnk defir1ed by (28.2) • 

In th~ prev:kus section we dealt with various problems connected with the 
1 

variables rink wher~ 0 < k < n • In this section we consider analogous 

problems for nnk where 0 < k < n • 

First, let us define 

(3) 

fer Re(s) = O , Re(v) ~ O and O < k < n == == as a generalizati.on of ( 31.1) • 

Since obviousl.Y 

for O ~. k ~ n , i t fellows that 

(5) ~nk(s,v) = Î(s+v)~nk(s,v) 

for He(s) = , Re(v) = 0 and 0 ~ k < n • 'l'hat is, if -q>-nk(s,v) is 

lmown, wW.ch can be obtained by Theorem 31.1, then fr 
1 

( s, v) is detennined me 

by (5). 
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-+ -Iet nnk = rnax(O, nnk) • Our next aim is to firid the distribution of 

-+ for 0 k nnk .::_ < n • 

D=fine 

-·sn+ -v(r,; + ~) 
(6) Înk(s,v) = E{e nk n } 

""'" 

for Re(s) ~ 0 , Re(v) = O and O ~ k ~ n . 

If we know "fnk(s,v) for Re(s) = 0 and Re(v) = 0 , then (6) can 

be obtained by 

(7) 

for Re(s) > O and R(v) = 0 • Here T operates on the variable s 

whereas v is a parameter. By ( 5) we can wri te tri.at 

for Re(s) ~ 0 , Re(v) = 0 and 0 < k < n • By 'I.'heorem 31.l we can dedu.ce 

the following theorem. 

(9) 

Theorem 1. We have 

"" n \ \ - n k [l-p<j>(v)] L. l ~nk(s,v)p w = 
n=O k=O 

_ T { _ Î(s+v) e -_!{log[l-pw<j>(s+v) ]} + ,:E{log[l-p<j> (s+v)J}} 
- {';-. 1-p<j> (s+v) 

for Re ( s) > O , Re ( v) == O , 1 p 1 < 1 and 1 p w 1 < 1 . 
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Proof. If we multiply (31.3) by Î(s+v) and apply the transformation 

T , then we obtain (9). ,....,,_ 

Note. It is interesting to note that if we lmow (9) in the particular 

case when "f = c ( consta.vit) , then "f 1 ( s, v) can be obtained from ( 7) by the me 

following l:l.miting procedure: 

(10) 
oo n ( oo n 
\ \ m ( ) n k 1 . c s+v) \ \ ~. ( ) n k 
l l Tnk S) V p W : l1ll e l l "'nk S) V p (J) 

n=O k=O c -+ 00 n=O k=O 

for He(s) = 0 ,Re(v) = 0, !PI <l and IPwl < 1. 

This follows f"rorn the following observation. If <P(s) E: ~ , then we 

have 

( ll) ~(s) = 11m ecs T{e-c3 <P(s)} 
c -+ 00 

for Re(s) = 0. For if <P(s) = E{~e-sn} where E{lçl} < 00 , then 
"""" 

(12) -sn E{çe } 

for Re(s) = 0 • 

If 

(13) 

then 

(14) 

and 

(15) 

+ 
= lim E{çe-s{[n+c] -c}} = 

,.,._ 
c -+ 00 
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Hence 

(16) nnk = lim Unnk+ c]+- c} = lim {Rnk([r;;0+ et, [r;;1+ cJ\ ••• ,[1;:n+ c]+)- c} • 
c -+ <X> c -+ <X> 

If we take into consideration that in (9) 

-c(s+v) -
lirn 

c(s+v)T· { e _ -T{log[l-pw<j>(s+v)]} + T{log[l-pcp(s+v)]J} 
e """" l-pcp(s+v) e ,_ .,.,,,,. 

c -+ ()() 

(17) 
-,T{log[l-pw<j> (s+v) ]+T{log[l-p<Ji ( s+v) ]} 

e,_ -

1 

= ~~~~~~l~.--~P<P~(~s~+v-).--~~~~~ 

for ~e(s) = 0 , Re(v) = O , IPI <l and IPwl < 1, then we can prove 
1 

Theorem 31.l by Theorem 1 if we apply it to Î(s+v) = e-c(s+v) • 



IV-31 

33. An Alternative Method. In this section we shall mention 

bri.efly an al temati ve method for proving 'l'heorem 31. 2 • Accordingly, 

our aim is again to find 

+ 

(1) 
-sn - vr. 

~nk(s,v) =~{e nk n} 

for Re(s)-=:_ 0, Re(v) = 0 and 0 ~ k'~ n. Obviously, we have 

for Re(v) = 0 and n == 0,1,2, •••• 

1 

~Y using Dirichlet 's discontinui ty factors F • Pollaczek [ 5 ] 

deduckd a recurrence formula for IP • ( s, v) • From Pollaczek' s formula we 
I1J 

can easily deduce the following equivalent recurrence formula: 

n n-k 
(3) l ~nj(s,v) = l T{[~(s+v)]rlP _, k(s,v)} 

j=k r-0 ,.,..._ n r' 

for Re(s) > 0 , Re(v) = 0 , 0 < k < n and n = 0,1,2, •••• 

This recurrence formula makes it possible to find IP (s v) for nk ' . 

0 < k,:;,. n and n = 0,1,2, •••• 

(4) 

Let us introduce the generating function 

"° n 
U(s,v,p,w) = l l <Plk(s,v)pnwk 

n=O k=O r · 

for Re(s)-=:_ 0, Re(v) = 0, IPI < 1 and jpwl < 1. 
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First, we observe that 

+ 
00 n -sn -vç 00 n -sç_-vç 

U(s,v,p,l) = l I !'.{e n.~ n}pn = T{ I l E{e j n}pn} = 
n=O k=O ,,,..... n=O j=O""' 

(5) 

· ~ ~ · [ ( ) ]j [ ( ) ]n-j n 1 1 
= T{ l l <I> s+v <I> v P } = 1-p<j>(v)!{ 1-p<f>(s+v)}' 

,.,..... n=O j=O 

that is, 

(6) 1 
[l-p<j>(v)]U(s,v,p,l) = ;E { l-pé;>(s+v)"} 

for re ( s ) ,;:_ 0 , Re ( v) = Cl and 1 p 1 < 1 • 

1 

Next ·we obtain that 

~ ~ \1 nk ~ P j nk 
(1-w) l l l <P .(s,v)P w = (1-w) L. .L l cl>nj(s,v)p w = 

n=O k="-0 j =k rlJ n=O J =O k=O 

(7) oo n ·+1 
= l l <Pnj(s,v)pn(l-wJ ) = U(s,v,p,l) - wU(s,v,p,w) = 

n=O j=O 

for Re(s) > 0, Re(v) = 0, IP! < 1 and IPwl < 1. 

On the other hand by (3) we can write that 

m n n " 00 n n-k \ \ \ ~ n K \ ~ \ r , 
l l l 'I' • ( s, v) P w = T { l l L [ <P ( s+v)] <P k ( s, v) J ::: 

n=O k=O j=k rlJ n=O k=O r=O n-r, 

(8) "' n n-r \ n \ \ · rk = T { L. P l l <P . 
1 

( s, v) [et( s+v)] w } = 
,..,._ n=O r=O k=O n-r' <: 
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= T{ U ( s , v, p , w) } 
1-p<j>(s+v) 

f or Re ( s) ~ O , Re ( v) = O , 1 p j < 1 a11d 1 p w 1 < 1 • 

By ( 7) and ( 8) we obtain that 

(9) U( )+(l 'T{ U(s,v,p,w)}= 1 T{ l } 
w s,v,p,w -w~ 1-p<j>(s+v) 1-pcp(v)N- 1-p<l>(s+v)' 

or equivalently, 

(10) 1-pw<j>(s+v)[( ) ( ) T{ 1_ <t>C + ) 1-w U s,v,p,ui ",__p sv 
l ] w 

1-pcp(v) } = - 1-p<j>(v) 

for Re(s) > 0, Re(v) = 0, IPI < 1 ar1d jpwl < 1. 

The solution of (9) or (10) can be expressed as 

(lJ.) 1 
-T{log[l-pw~s+v)]}+ T{log[l-p~(s+v)]} -we-

U(s, v ,p ,w) = (l-w)[l-pcp (v) J 

for Re(s) > 0 , Re(v) = 0 , IP 1 < 1 and !Pwl < 1 • Th.i.s can easily be 

proved. If U(s,v,p,w) is given by (11), then T{U(s,v,p,w)} = U(s,v,p,w) ,..,._ 

and U(s,v,p,w) satisfies (9) and (10). If we expand U(s,v,p,w) into 

a power series according to ( 4), then i t follows from (9) that the 

coefficients <I>nk(s, v) satisfy (2) and (3). This proves that (11) :is 

iri.deed the correct form1Lla. Formula ( 11) is in agreem=nt wi.th ( 31. 9) • 
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34. Problems 

34.l. Let ç1, ~ 2 , .•. , çn,··· be mutually independent and identically 

distributed real random variables. Let r; = ç
1
+ •.. + ç for n = 1,2, ••. n n 

and r;
0 

= O . Denote by ank (k = 0,1, ... ,n) the subscript of the k-th 

ordered partial sum in the sequence r;0 , r;l' ..• , r;n • Find the probability 

~{ank= j} for j = 0,1, ... , n. 

34.2. Let i;l' ç:2, ... , i;n,··· be mutually independent and idneticalJ:y 
-sÇ 

distributed random variables for whl.ch E{e 11
} = Àlji(s)/(À-s) for 0 ~- Re(s) ,..,.... 

< À where ijJ(s) is the Laplace-Stieltjes tran.5form of a nonnegative random 
-sn+ nk 

variable. F'ind <Pnk(s) = ~{e ' } for 0 .::_ k < n and Re(s) > 0 where 

nn k is defined by (28.2). 
' 
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