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CHAPI'ER X 

QUEUING, RISK AND SIDRAGE PROCESSES 

62. Single Server Queues. The theory of queues deals vd.th the 

mathernatical studies of random mass service phenornena. Such phenomena appear 

in physics, engineering, industry, transportation, conmerce, bwüness, and 

several other fields. The theory of queues developed in the twentieth century 

with the investigation of telephone traffic problems. The pioneer work has 

been dope by A. K. Erlang [ 82 ] , [ 83 
1 

law of rhe delay of calls in a telephone 

] , [ 84 ] who studied the stocha.Stic-

exchange. The rrathernat:lcal theory 

of queues made eonsiderable progress in the 1930 1 s through the work of !:.:__ 

· 'Póll~czek [ 223], [ 225], A. N. Kolmogorov [ 181], A. Ya. Khint_chine [ 16? J.'1 

[168 ] , and -others. At present there is a huge literature on the theory of 

queues and its applications. See, for example, A. Doig [ 7 5 ] , T. L. Saaty 

[262 ] , f263 ] and H. O. A. Wold [ 346 ] . 

Man;y' processes arising in the theory of rnass service can be described 

by the following queuing model: In the time interval [O, 00 ) customers 

arrive at a counter at random times T0 , T1 , T
2

, ••• , Tn,··· and are served 

by one or more servers. The successive service times x0 , x1 , x2, ••• , xn,··· 

are randan var:i.ables. The initial state is determined by the initia.l queue 

. size ar:ict_- b;y the ini tial occupation times of. the servers. 

, - · -· The~most irrportant problerns are connected with the investigation of the 

stochasti,c·behavior of the waiting time, the queue size, the busy periods and 
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t he oqcupation times of the servers. 

In this section we shall be concerned exclusively wîth single server 

queues. One of the most important models of single server queues is the 
, 

following: In the t:ime interval [O, 00 ) customersarrive at a counter at 

times TO = O, Tl' T2 , ••• , Tn' ••• and are served by one server in the order 

of arrival. The server is busy if there is at least one customer at the 

counter. Denote by xn the service time of the customer arriv-r.illg at time 
sj_ze 

Tn Denote by· t; (0) the initial queueA and n 0 the initial occupation 

t:ime .of the server at time t = O • It is assilllled that the jnterar"rivaJ. 

times IT - T 1 (n = 1,2, ••• ; TO = 0) ar1d the service times Xn (n = 0,1,2, •.. ) 
1 n n-
' 

are· iJ1clependent sequences of mutually independent arid identically distributed 

pos·tti ve random varj_ables and they are independent of t; ( 0) and n 0 too. 

Let 

(1) P{T - ~ 1 ~ x} = F(x) 
/v.- n n- -

for n = 1,2, ••• and 

(2) P{x ~ x} = H(x) ,_,...,.. n -

.for n = 0,1,2, •••• 

Denote by n n the actual waiti..ng time of_ th"= cv.stomer arriving <?-t 

time T ._, n 

Denote by n(t) the v:i.rtua1 waiting time at tilrE .t • The v:i.rtuql 

wai ting time at time t is de fined as the tjme which a Cl,l.S tomer w:ould have 

to wait if he arrived at time t • 
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Denote by ~(t) the queue size at t~ne t , that is, the total nuITber 

of custaners in the system at time t . 

Denote by Bp e2, •• , en,.". the .lengths of the successive idlé periods 

and cr-
1

, cr
2

, ••• , on, ••• the lengths of the successive busy periods of the 

s.erver. Idle perJ:ods and busy periods are succes si ve t:ilne intervals during 

which there is no custaner in the system or there is at least one custaner 

in the system. 

Denote by e(t) the total idle t1me of the server in the time interval 

(0, t) , and cr(t) , the total occupation time of the server in the tinie 

interval (0, t) • 

In what follows we shall deal .with t_he problem of deterrrü.ning the 

di.stributions of the ra.'1dom variables n , n(t), ~(t), e ~ a , e(t) ~ and n r1 n -

o ( t) • If we want to design efficient queuing systems, then it is necessat>y 

to know these distributions. 

1.'tit· distribution of the waiting time. Our first aim is to deten:nine 

the distri.bution of nn (n = 0,1,2, ••• ) , the waitj_ng time of the customer 

arriving at time Tn Obviously n0 · is- the initial occupation time 
. 
of the server at t1me t = O • We can easily see that the raJ1dom variables 

nn (n = 0,1,2, ••• ) satisfy the following recurrence relation 

(3) 

for n = 0,1,2, ••• where [x]+ = :ma:x(O, · x) • 
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Let US introduce the notation 

00 

(4) cj>(s) = J e-sx dF(x) 
0 

and 
00 

( 5) ijJ(s) = J e-sx dH(x) 
0 

f or Re(s) > 0 • Furthermore, let 

-sn 
(6) n (s) n = E{e } 

n ('N-' 

for Re(s) ~ 0 • 
1 - . 

Th~ distribution function P{n < x} is uniquely determ:ïned by n (s) • , ,_,,,.., n n 

The La.place-Stieltjes transfonns nn (s) (n = 1,2, ••• ) are determined by 

the following theorem. See F. Pollaczek [ 229 ] . 

(7) 
n

0
-'5>e',E.Uog[l-p cp (-s )i/! ( s)) J} I n (s)pn = e-..'.E{log[l-pcp(-s)ijJ(s)]}T{ } 

n=O n ,...._ l-pcj>(-s)~(s) 

where T opera.tes on the variable s • 
IV'-

Proof. If R denotes the space which we introduced in Section 2, then 
""'-' 

it is evident that n0 (s) e: ~ , !_ln0(s)} = n0 (s) and y(s) = cf>(-s)~.1(s) e: ,!_ 

and llY Il = 1 • Furthennore, by ( 3) it follows that 

ca) 
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for ri = 0,1,2, •.. and Re(s) > 0 • Hence (7) follows by Theorem 4.1 • 

In finding (7) we can also use Theorem 6.2 • 

n· we introduce the notation 

for n = 1,2, ••• and z;n = ç;1+ ç; 2+ ••• + t;n for n = 1,2, ••• , and ï;0 = O, 

then by ( 3) we can wri te that 

_(10) 

f or 

1 -nn = max(O, i;n, t;n-1+ t;n, ••• , t;2+ ••• + t;n' rio+ çl+ ••• + t;n) ' 

n l 1,2,. • • • If in (10) we reP.lace i;n' <n-l'". , 1;1 by i;l' 

respectively, then we obtain a new raridom variable 

(11) n = ma.x(z;o, z;l~ z;2, ••• , z; 1° no+ z; ) n n- , n 

for n = 1,2, ••• , which bas exactly the same distribution:as 

can ~Tite that 

for n = 0,1,2, ••• and all x • 

n .• n 
'I1ms we · 

The relation (12) makes it possible to find the limiting behavior of 

!{nn < x} as n + 00 
• See D. V. Lindlev [ 187] . 

Theorem 2. If ~{çn = 0} < 1 , then 

(13) lim P{n ~ x} = W(x) ,..,._ n-
n -+ "" 

exists and is independent of the distribution of n0 • Let 
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( 14) M = l 
n=l 

P{z; > O} 
~ n 

n 

If :i?{ç; = 0} < 1 and M < 00 , then W(x) is a proper distribution - ,.,..._, n 

function and 

00 

(15) 

" 1 · n 
oo - l n [1--T{[cp(-s)tji(s)] } ] 

sx n=l """ n(s) = f e- dW(x) = e 
0 

for Re(s) > 0 • 

If P{ç; = 0} < 1 ?J1d M = 00 , then W(x) = O forall x. 
---:- ~ n 

Prk f- If P{ç; = 0} < 1 , then by (12) we can conclude that 
.. 1 o • ,.,..., n 

! 

(16) lim J'.{ nn ~- x} = lirn ,f { max z;k < x} = P{ su:p çk ..:::._ x} 
01 ""'01 .. -n -+ 00 n -+ co < çg1 '" <K<co 

for all x • This can be proved by the inequali ty 

which holds for all x and which follows frorn (12). 

If P{ç; = 0} < 1 and M < 00 , then by Theorern 43.12 we have ,.._ n 

(18) P{ sup r,;k < co} = 1 • 
.,...,_ O<k<00 

'lms irnplies that lirn RJ n0 + r,;n > xJ .= · o ror x > o ir1 c rn . For if 
n -+ oo 

x > 0 , then 
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( 19) 
no r.;;n 

P { n0 + z; > x} ~ P { - + - > o} 
r- n -~ n n 

and by (18) the right-hand side of (19) tends to 0 fü:; n -+ 00 • If we let 

n-+ "" m (17), then we obtain (16) for x .::_ O • For x < O (16f is obvious. 

Thus (16) is v-alid and W(x) is a proper distribution :f:'unction. We note that 
' -.TV! ' 

W.(O) ~ e • 

(20) 

If ,g{ç:n = 0} < 1 and M = 00 , then by Theorem ~3.12 we have 

1 

P{ sup ç = oo} = 1 . 
r...- O<k«" k 

= 

' 1 

Thus: b~ (17) l:im!{ nn < x} = O for all x regard1ess of the distribution 
n ""'" ""· 

of n0 • This proves (16) and that W(x) = O for all x • 

We note that if 

(21) 

and 

( 22) 

00 

a = J xdF(x) 
0 

b = J :x.illI(x) 
0 

are finite and b < a , then M < 00 , whereas if b > a and P{r; = O} < 1 , ,,,..., n 

then M = 00 • 

The Laplace-Stieltjes transfonn Q(s) can be obtained by Theorem 43.13. 

The Laplace-Stieltjes transfonn Q(s) ca~ also be obtained by the 

method of factorization. 
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Theorem 3. Let us suppose that !_{~n = 0} < 1 and M < 00 where M is 

defined by (14). If 

for Re(s) = 0 where <P+(s) is a regj.llai~ function of s in the domain 

Re (s-) }" 0 ; continuou..<s ar1d free from zeros in Re ( s) ~ O , and l:im [ log'P + ( s) ]/ s = 
- !si+ oo 

O whenever Re ( s) > 0 , furthermore, <P - ( s) is a regular function of s iI1 

the domain Re(s) < 0 , continuous ir: Re(s) 4 0 , free from zeros in Re(s) < 0 , 

and lim [log~-(s)]/s = 0 whenever Re(s) < O , then we have 
Is!+ co · 

(24) n(s) 

for Re(s) .::. O • 

· Pröof. The theorern fol1ows iJrmediately from Theorem 43.15 • 

Ex~ple. Let us suppose that 

(25) f
.l -ÀX -e 

F(x) = O 

for x ~ O , 

f or x < O • 

Then a = 1/1.. , and ~(s) = À/(1..+s) for Re(s) > - À 

(26) 

If l..b < 1 , then by Theorem 3 we obtain that 

1-Àb _Q{s) = - l ( ) 
l~~À --1/J s_ 

s 

fo:r· Re ( s) > O where n ( 0) = l • 'l'his is the celebrated formula whic.h was 
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f·:'.:lund .in 1930 by' F. Pollaczek [ 223 ] and in 1932 by A. Ya~ Khirttchine [ 167 J. 

Next wé shall be concerned with the distribution of the virtual wai.ting 

t:ime ri (t) • First, however, we shall consider a determinist ic single .... 1ser-ver 

queue a~d deduce a funda1nental identity which makes it possible to find the 

distribution of n(t) for t > 0 • 

Let us consider the mathematical model of a determirLi.stj_c (non-random) 

queuing process whj_ch satisfies the follow:ing assumptions: In the time interval 

[O, oo) customers arrive at a cmmter at times T0 , 1'1 , ••• , Tn' ••• where TO = 

0 < -r
1 

<. • • < T <. • • and lim T = 00 • The customers are served by one server 
n n+oon 

in the order of a..YTivd.l. The server is busy if there 1s at least one custaner 

:t.'1 the system. At time t = 0 the server has an initial occupa.tion time 

The service time of the custcmer arriving at time T
11 

is a 

Positive qw3"'1tity Xn • Here (n = 0,1,2, ••• ) , xn (n = 0,1,2, ••• ) and 

no are nurnerical (non-random) quantities. 

Let us deflne the following functions for O < t < oo • Let n(t) be 

the virtual waiting time at time t • Let y(t) be the total se1:vice time 

of all those customers who arrive in the interval [O, t] plus n
0 

• Let 

~ t) . be . the time diff erence between t and the time of the first arri val 

in the time interval [t, 00 ) • Denote by v(t) the number of custaners 

arri ving in the time interval [ O, t] • 

I.,et_1.1$ define also the fqJ.lowing quantities for n = 0,1,2,... . Let 

nn be the wai~ing time of the custc.mer at".r-lvjng at time 'n • We have 11 = n 

n ( • n - O) for n = 1, 2,. • • and .. 110 is the in:]. tial occupation time of the 

ser-ver. I..et yn = n0+ Xo+ ••• + xn-l for n :.: 1,2, .•. and y0 = n0 • We have 
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y n = y ( T n - 0) for n = 1, 2, • • • • 

We note that if 'în < t < Tn+l' then y(t) = Yn+l' 'l?-(t) = Tn+l - t and 

(27) n(t) = (n + X - (t-T )J+ • n n n 

Furthermore, we have 

(28) 

f or n = 0,1,2, •••• 
~ :", . 

The follo~..Jig theorem contains the 1ilndamental identity which e:xpresses 

a relati.on between the functions n (t), y(t), 1'-(t), v(t) (0 < t < 00 ) and 

the sequences nn' Yn' 'n' ~ (n = 0,1,2, ••• ). See also the author [320 ], 

[ 321 ]. 

Theorem 4. If Re(q) > O, Re(v) > O, Re(s+v) > O, Re(w) > 0,, Re(q+v-w) ;;,, 0, 

q :J w and I p 1 .5. l , then we have 

(29) 

_ .• ~ '.!. •. 

(s+w-q)f 00e-qt-sn(t)-vy(t)-w1"(t) Pv(t) dt = 
0 
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(30) 

Proof We can write that 

= 

Jee -qt-sn(t)-vy(t)-w~t) v (t)dt: -
e P ·' -

0 

T 

~ -vyn+l n+l (+J. -qt-sn(t)-wtÎ{t)dt 
l e p J e 

n=O -rn 

If we take lnto consideration that 11'.r(t) = -rn+l - t and n(t) is given 

by (27) for Tn· < t < Tn+l , then by (54.17) we obtain that 

Tn+ 1 !\'?" -q-r -sn -qT -sn -sx -w( -r --r ) 
(s+w-q) J 8-qt-sn(t)-w~,t)dt = [e n+l . n+l -e n n n n+l n ] 

T 
n 

(31) 
. -a-r -(q-w)n -q-r -(q-w)n -(q-w)x -w(-r 

1
--r ) s r ~ n+l .. n+l . n n . n n+ n J 

"'"'·--Le - e q-w· , 

If we put (31) into (30), then we get (29) which was to be proved. 

If we suppose that {Tn} , {xn} and . n0 are ra."ldom variables and 

J:O.:j:rn. 'n ~ 00 } = 1 , then n(t), y(t), 'lT(t), \i(t) for o < t < 00 and nn' 
n + oo 

Yn for 0 < n < 00 are also randan variables and the identity (29) holds 

for a.J.most aJ.l realizations of {n(t), y(t), tr(t), v(t) ; 0 ~ t <co} and 

{1\i, yn' 'n' xn ; 0 < n < oo} • The great advantage of the identity (29) is 

that it is valid for any singlEY·server queue. 

Now let us suppose that {'fn-::: Tn--l.} .. · and {xn} are independent 

sequences of nrutually independent and identically distri.buted pos:i.ti ve random 

variables for wh.i..ch P{ -r - T 1- ~ x} = F(x) ari.d -~{ xn < x} = H(x) , and that 
~ n n-. - ---
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{Ln - 1n-l} , {xn} and n0 are independent too. In this case we have the 

f ol,low:Lng re sult. 

, 
Theorem 5. If Re(q) > 0 , Re(v) > O , Re(s+v) > 0 , Re(w) > O , 

-
Re(q+v-w-) > O , q 'f w , and 1 p I ~ 1 , then we have 

(32) 

= {[l-p~(w)~(s+v)]U(q,s,v,p)-n0(s+v)} -

J ~ {[1-o</> (w).p(q+v-w) ]U(q,q-w, v,p )-l1
0

(q+v-w)} , q-w 

where 

U(q,s,v,p) 
°" -q• -sn -vy 

= I E{e n n n1Pn 
n=O""" 

Proof. Now the identi ty ( 29) holds for a1Jnost all realizations of 

fn(t), y(t). 'Ü'l(t), v(t)} and {n y • x} · , n' n' n' n If we form the expecta-

tion of (29), then we obtain (32). It rernains to determine U(q,s,v,p) 

which we shall fi.rid in the next theorem. 

, . ,If we put y = o, w = O, and p = 1 i_r1J32}, _th~n~we obtru.n that," 
- ~ .~ ... .. " ~ . . ". ,' ' 
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(35) 

- n0 (s) - ~· {[1-i/JCq)JU(q,q,0,1) - r10 (q)} 

for Re(q) > O and Re(s) > O • By (35) we can find the probability 

P {r1(t) ~ x} • 
,.,,,..... -

If cr(t) Çienotes the total occupation t1me of the server in the time 

inte:F.ral (0, t) , then we have obviously 

(36'2 a ( t) = y ( t) - n ( t) 

f or t > 0 If we put s = -v, w = 0 and p = l in (32), then we obtain 

that 

(37) 
00 

-qt -v5(t\ v 
(q+v)j e E{e '}dt = 1 - - {[l-ljl(q+v)]U(q,q,v,l) - Q

0
(qTv)} 

0 ~ q 

for Re(q) > O and Re(v) > 0 • By (37) we can find the probability 

P{<J(t) < x} • ,,,._ 

'11'1.eorem 6. The generating function 

(38). 
~ -qL -sn -vy 

U(q,s,v,p) = l E{~ n n n}pn 
n=O,.._ 

is convergent for:, Re(q) > 0 ·' Re(s+v) .:_~ 0 , Re(v) > 0 and 1p1 .s. 1 , and 

. we have 
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n ( + ) T{log[l~pcf>(q--s)~1(s+v)]} 
= e"':~{log[l-pcf>(q-s)~1(s+v)]}Tr 0 s v e:- . . · · · , 

(39) U(q,s,v,p) -~ ...,..1. :L-p<j>(q-s)iµ(s+v) 1 

where T operates on the variable s • 
,.,.._ 

.tf) in parti cv.lar, ! {n0 = O} = 1 , then n0 (s) - 1 and ( 39) reduces to 

(40) U(q,s,v,p) = e-!{log[l-p<l>(q-s)*(s+v)]} 

Proof. If we take into consideration (28) and that 

for n = 0,1J2, ••• > where y 0 = n0 , then we obtain that 

(42) 

for n = 0,1,2, ••• and 

(43) 

where T operates on the va.riable s and Re(q) > 0 , Re(s+v) > 0 and 

Re(v) 2:. 0 • Since 114> (q-s)* (s+v) Il < l for Re(q) > 0 and Re(v) .~ 0 , 

we obtain ( 39) and ( 40) by Theorem ii .1 for I p 1 -~ 1 • 

-~.2 Jn ( 39) and in ( 40) we can detennine 
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(44) T{log[l - p4J(q-s)i/i(s+v)]} ,_ 

for Re (s+v) .?'_ O , Re(q) > O , Re( v) .~ 0 arid I p 1 < 1 by the metpod of 

factorization. For in t:ti.is case Theorem 6.1 is applicable and for Re(s) = O 

we can write that 

(45) 1 -P~ (q-s)l/i(s+v) = <I>+(s+v, q+v, P )4l-(s+v, q+v, p) 

+ where <I> ( s+v, q+v, P ) is a regular function of s in the dornaïn Re ( s) > O : 

cont:înuous and free from zeros in Re(s) ~ 0 , and lirn [log./(s+v, q+v, p )]/s = o 
1si-+ 00 

whenever Re ( s) > O , furthermore <p - ( s+v, q+v, p ) is a regular f'unction 

of s in the dornain Re ( s) < 0 , continuous and free from zeros in Re ( s) .,;_. 0 , 

and lim [log <I>-(s+v, q+v, p )]/s = 0 .whenever Re(s) < 0 • TJ.1us by (6.6) 
ls!-+ 00 

we ob tain that 

(46) 1'._{log[l-p~(q-s)ijJ(s+v)]} + -= log~ (s+v, q+v, p) + log<I> (v,q+v,p) 

for Re(s) ;" 0 , Re(q) > O , Re(v) 2_ O a11d. 1p1 < 1 • 

We observe that 1 - p~(q-s)ijJ(s+v) is a· regular function of s in 

the domain -Re(v) < Re(s) < Re(q) and in this do:rnajn IP~(q-s)ijJ(s+v) 1 < 1 • 
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Accordingly, 1-p~(q-s)w(s+v) has no zeros in the domain -Re(v) < Re(s) < 

Re(q) • 

Thu..~ by analytical continuation we can extend the definition of q? + (s+v. 

q,+v,p) to tr.1._e domai..n Re(s) > .... Re(v) in such way that the function remains 

regular ir1 the dornain Re(s) > -Re(v) and continuo·us and free from zeros :i:r1 

Re(s) ~ Re(v) • S:im.tla.rly, by aria.lytical continuation we can extend the 

def5nition of o-(s+v, q+v,p) to the domain Re(s) < Re(q) in such a way 

tha.t the function rema.iri..s regular in the' dornain Re(s) < Re(q) and continuous 

and free frorn zeros in Re(s) ~ Re(q) • 

F1.11a1.ly, by analytical cont:Lnuation we can conclude that (46) also holds 

toi"' ReCs) > .... Re(v) " . = 

Ex_§mples. First, let us ac;surne that ~(s), the I.aplace-Stieltjes 
-

trans form of the distribution function of the intera.YTi val times, is a ra.tionaJ_ 

function of s • Then we can wri.te that 

(47) <1>(s) = 
nrn-1 (s) 

rn 
Il (a.+ s) 

i=l l 

for Re(s) > 0 where 'ITrn-l (s) is a polynanial of degree .::S.. m-1 • Since 

l<1>(s)I á 1 for Re(s) > O, it follows that Re(ai) > O for i = 1,2, ... , rn. 

:r.t R.e(q) > 0 , Re(v) > 0 and 1 p ! ~- 1 , thei1 the equation 

rn 
'(48) II (a.+ q-s) ·- p1r 1 (q-s)ïp(s+v) = 0 

i=l 1. m-._ 
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has exactly m roots s = y1 (q+v,p)-v (i = 1,2, ••• , m) in the domain 

Re(s) > 0 • We shall show that 

. rn . 

(1+9) IP1Tm-l(q-s)iji(s+v)! < 11~1(ai+ q-s)I_ 

if either 0 < Re(s) < Re(q) or !si = R , Re(s) > 0 and R is sufficiently 

large. I'.f 0 s_Re(s) < Re(q) , then (49) holds because IPÎ < 1, liJiCs+v)I < 1 

and 1 ~ (q-s) 1 <. 1 • If 1 s 1 = R and Re ( s) > 0 , and if we di vide both 

~±des of (49) by Jf1 , and if we let R -+ 00 , then the left-hand side tends 

to .o whereas the right-hand side tends to 1 • Thus (49) holds if R is 

suffîciently large. Therefore we can conclude that (49) cannot have a root 

eith.er in the domain 0 < Re(s) < Re(q) or in the domain 1s1 ,~ R, Re(s) ~- O 

:i.f R is sufficiently large. On the other hand, by Rouché's theorem it foilows 

that ( 1~8) has the sarne nurnber of roots as 

(50) 
m 
n (a.+ q-s) = 0 

tr:;l l 

in. the danain 1s1 < R , Re(s) > O if R is large enough. If R is 

sufficiently large, then ( 50) has exactly m roots in this doma.in. Consequent-

ly ,( 48) has also m roots :in the dana.in Re(s) > O • 

(51) 

Now in ( 45) we can write that 

. rn 
II (a.+ q-s) - p1T 1 (q-s)~•(s+v) + ./ i=l l m-

~ (s+v,q+v,p) = ~~~--~----------------~ m 
II [y. ( q+v ,p )-s-v] 

:i.=l l 
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f or Re(s) > -· Re(v) and 

(52) q,-(s+v,q+v,p) 
m y.(q+v,p)-s-v 

= Il ( l ' 
• -1 a..+ q-s J i::: l 

for Re(s) < Re(q) • 

If, in particular,!{n0 = O} = 1, then by {40) and (46) we obtain 

that. 

(53) 

[l-p~(q-s)~(s+v)}U(q,s,v,p) = ~-(s~v,q+v,p) ·­
<P-(v,q+v,p) 

m l- y.(q-1-v,p)-v 
,.. II ( l ) 

s 

1=1 - s . . .L- ---
a.+ q 

l 

· f or -Re(s+v) > O , Re(q) > O , Re(v) ~ 0 and IP 1 < 1 • 

As a second example, let us assume that ~(s) , the Laplace-Stlelt,jes 

tra.nS.fo:r:m of the distribution functi.on of the service times i.s a rational 

functi.on of s. · , that is, we assurne that 

(54) ~(s) = 
1Tm-l(s) 

m 
II (a_. + s) 

i=l l 

· _ where the right-hand side has the same properties· as C47). 

· In a sirni:lal"' ways as before we can show that if Re(q) 

and !PI < l, then the equation 

> 0 ' Re(v) > O = 
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( 55) 
m 
rr (a.+s+v) - p1Tm-1Cs+v)~(q-s) ~ 0 

1=1 1 

has exactly m roots s = o.(q+v,p) - v (i = 1,2,: •• , m) 
.l 

In this case in ( 45) we can w7'ite that 

(56) ili+(s+v,q+v,p) 
m o.(q+v,p)-s-v 

= II ( l ) a:+ s + v 

for R.e(s) > .... Re(v) arid 

(57) 11-(s+v ,q+v ,p) 

for Re(s) < Re(q) • 

i=l l 

m 
n (a.+s+v) - p1T 

1
Cs+v)Hq-s) 

i=l l m- ' 
=: "-·--·-·-·-··----·-----m 

rr [ Q i ( q+v, p ) -· s ~ v J 
i=l 

:tn the dc:rnair1 

If, in particuïar, !_{ n0 = 0} = 1 , then by ( 40) and ( 46) we obtain that 

(58) 

+( . 
[ ( ) ( )] r ) = <I> v,q+v,p) = l-p$ q ~ v U,q,s,v,p +r , 11 ,s+v ,q+v ,p J 

m ó . ( q+v ,p) - v 
= Il (1 + s )( l ) . 1 a.+ v a.(q+v,p) - s - v 

i= l l 

for Re(s+v) > 0, Re(q) > 0, Re(v) > O and !PI < l. 

The following theoren has been found by the author [ 309 ] . 
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Theorem 7. If b < a < 00 and if F(x) is nota lattice distribution 

function, then the lim:iting àistribution 

(59) 

* exists, and W (x) 

* lim P{n(t) ..s.. x} = W (x) - -t + O') 

does not depend on the distribution of n 
0 

* function W (x) is a proper distribution functîon and we have 

(60) 
* . b . b * W (x) = (1- a) + à W(x) * H (x) 

* 

The 

for and W (x) = 0 f or x < 0 where W(x) is given in Theorem 2 

and 

(61) 

l ( 
x 

[1-H(u)]du for x > 0 
' * bó = 

H (x) = 
0 · ·ror x < 0 . 

* * * Proof. Denote by Tl' T2'"""' Tn'""" all those arrival times in the 

t1me interval (O, 00 ) when the arriving customer finds the server idle a.t 

his arrival. It is easy to see that * * T 1 - 'C n+ n (n = 1,2, ••• ) are mutually 

independent a11d identically distributed positi ve random variables. Let 

* * P{-r +l - T < x} = R(x) for n = 1,2, •••• 
(V... n n = 

(62) 

If b < a < oo , then R( 00 ) = 1 and 

00 00 

f xdR(x) = f [1-R(x)]dx = ~ 
0 . 0 . . W~O; 
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where · W(O) = e-M is given in Theorem 2. * * For Tn+l - Tn can be repre::.:ented 

as a sum of a random munber of interarrival times. Since lim P{n == 0} = 
n + ~ n 

W( O) = e -M > O , we can conclude that the number of tenm'> in the 2.bove 

mentioned representation of •;i+1- Tri is a proper random variable with a fjnite 

expectation l/W(O) . Each interar-I'ival time has a fini.te eA-pectation a • 

* * Thus by Theorem 6 .1 in the Appendix, it follows that E{T +l - T } = a/W(O) 
~ n n 
. * Furthermore, it is easy to see that if b < a < oo. , then !,h 1 < °"} = 1 

rega.rdless of the distribution of n._,
0 

We observe that if F(:x:) is not 

. * * a lattice distribution function, then J'.hn+l - Tn ~ x} i.s neither a lattice 

· d:i:stribftion function·. 

1 * If we denote by v (t) the number of arrivals in the t.i.'Ile interval 

(O, t] when the arriving customer finds the server idle, ther, * {v (t' 
- . j ' 

0 < t < oo} is· a general recurrent process as we defined in Section 119. (See 
= 

Note 49.1.) Let 

(63) * * m (t) = _!0v (t)} 

f or t > 0 . 
= 

Let us introduce the notation 

(64) * Q (t, x) = P{n(t) ,...,._ < x = and *, ) \i(t = 0} 

for the genera± queuing process and let us use the notation Q(t, x) for 

* Q (t, x) in-the partfcular case when ,!_{nÓ· · = 0} = l • 
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If we take into consideration that the event J'l(t) .::: x can occur jn 

* §;u.cti_ a w.~ that v (t) ::; 0,1,2, ••• , then we can write that 

+. 

(65) * v * P{n(t) < x} = Q (t, x) + f Q(t-u, x)dm (u) • 
0 

* * Smce Q (t, x) < _!h1 > t} for any x , it follows that i.f' b < a, 

then 

( 66) . * lim Q (t, x) = O 
t -+- 00 

tor any, x . 

Now we shall show that for any x the fu.nction Q(u, x) is of bounded 

variation in ariy finite interval [O, t] . The following proof is ba.sed on 

a'1 ldea of w~ L. Snilth [ 2?9 ]. Denote by v(t) the number of arrivals in 

the interval (0, t] • Let US suppose that n
0

· . = 0 , and let ot = 1 if 

* ll.{t) j. x and v (t) = 0 , and 6t = 0 otherwise. Then we can write that 

for 0 < u 2_ t • Hence 

(68) jQ(t, x) - Q(u, x)j < E{ót- ö} + 2P{ó = 1, ot = 0} 
,_ u /'.- u 

and obviously 

P{~ ~-i ·i~ ~ 0} < P{v(t) -~(u) > l} < E{v(t) - v(u)} 
,...__ u ' t =IV"" IV'-

Accord:ingly, we have the following inequality 
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( 70) 1 Q ( t , x) - Q ( u, x) 1 < E { <\ - ê u} + 2E { v ( t) - v ( u) } 
tv.. . ,.,._ 

f or O < u < t • By ( 70) we obtain that for any subdi vis ion 

< t = t of the .IDterv-d.l [ 0, t] we have n 

t =O<t< < 0 , 1 .•• 

n . 
(71) l !Q(tk, x) - Q(tk-l' x) 1 2. E{<\- o0 } + 2E{v(t)} < 1+2E{v(t)} • 

k=l - ,..,... ,_ ,.,,_ 

S::tnce E{v(t)} ·is· fi..nite for any t > 0 ·' it fellows that Q(u, x) is of 

l:lou.nd.ed· variation in éll-W' flnite interval [O, t] . 

~f b < a , then for ~"' x the function Q(u, x) is .IDtegrable over 

[Q, co). • This i'ollows from (62) and from the inequality 

C722 0 ~ Q(u, x) -~ 1 - R(u) • 

jftn.a,J.1~i', by- 'Il1eorern 49. 8 w:e can conclude UL8.t if b < a < 00 and if 

is, not a latt::tce distriJ)uti:on flmction, then the limit 

(73) 
* . W(O) co 

lirn~{n(t) < x} = W (x) = a- J Q(u, x)du 
t+co 0 

exists regardless of the distribution of n(j'~ • 

Stnce obviously Q(u, x) is a nondecreas.IDg function of x and 

lim Q(u, x) ~ 1 - R(u) 
x -+ 00 

* for u .;, O , it follows from (62) and (73) that lirn W (x) = 1 • 
x + 00 
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( ~ ) It remains to prove ,bü • Let 

(75) * !"" -sx * n (s) = e aw (x) 
0 

for Re(s) > 0 • By an Abelian theore..m of La.place transforms (Theorem 9.10 

i:,n tf1e Append:ix) we obtain that 

(76) n*cs) = lim q ('e-qt E{e-sri(t)}dt 
q-++ü 0 ,..,..., 

· for Re(s) ~ 0 where the right--hand side can be obta:îned by (35). Since 
1 -

1 

l:im_[lf~(q)]/q = b we obtain that 
q +1"() 1 

(77) n*(s) = 1-b ]jm q U(q,q,O,l) + l-w(s) 
s q+ +O 

* 

lim q U(q,s 3 0,l) 
q-HO 

for Re(s) > 0 • In (77) n (s) does not d.epend or. tlle d.istribution of 

nf 
0 

therefore we may assume without loss of generality that JC10 

l:f !{nb' · ;::; 0} ;:; l , then by (40) we have 

for Re(q) > 0 and Re(s) > O , and thus we can write that 

CIO 

- l ~[Hq)]n- T{[qi(q-sh1(s)]n}} 
_g_ n=l 1 

. M--

qU(q,s,O,l) = l-qi(q") e (79) 

::: 0} = 1 . 

If b < a < 00 and if we let q -+ +o in (79) then we can fonn the limit tenn 
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by terin in the exponent because the series is 1..rrd.forrnly convergent in q for 

Re(q) > O • S1nce lim [1-~(q) ]/q = a , by (15) we obtain that 
q -+ +O 

(Bo) l:i.rn q U(q,s,O,l) = n(s)/a 
q -+ +O 

for Re(s) ?_ O • If we use (80), then (77) can be expressed as 

(81) 

for Re(s) > 0 • Since 

(82) 

~t (s) = 1 - b + b [l-,ifi(s)] n(s) 
a a os 

QO 

J e-sx d.H*(x) = 
0 

1-if!(s) 
bs 

f o:r Re ( s) . > 0 where the right-hand si de .is 1 for s = 0 , we obta.in ( 60), 

by (81). This completes the proof of the theorem. 

(83) 

We observe that by (60) we have 

* w (0) -· b 1--a . 

We note that if a ~ b < 00 and ,!H:n = O} < 1 , then lim P{ri(t) ~ x} = O 
t-+.;- -

.for evecy x regardless of the distribution of n 
0 

• This can be àeàuced 

from the second part of Theorem 2. 

Examplee · If we suppose that F(x) ·is given by . (25) and that Àb < 1 ·, 

then by (26) we obtain that 

(84) n(s) = (1-Àb) + À [l-iµ(s)J ~(s) 
s 
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Since ' a = l/À , by ( 81) we get 

(85) * n (s) = n(s) 

for Re(s) > O and hence 

("86) * W (x) = W(x) 

f or all x • 

* . , . . 
In this particular case n (s) was found jn 1930 by H. Cram.er [ 365 ] 

:;tn cormectlon with a problem of in.surar1ce risk. 

1 . 

AJjl the results which we obtamed in this section can be proved in a 

simpler way if we restrict ourself to discrete queues in which the inter-

a.:rTival times and the service times are discrete random. variables ta"ld.ng on · 

posit~ve integers only. See the author [ 322 -J • 

Naw denote by .t;(t) the queue size at time t and let ~ = ~(i: - 0) n n 

for n =o ,1,2, ••• , that is, the custaner arriving at time Tn finds exactly 

t;n custaners in- the syste.rn. If we know the limiting distribution of Y\i. as · 

n -+ "" , then we can easily find the lirniting distributi.on of ~n as n -+ 00 • 

We have the following result. 

(87) M= 

19 f;inite, then c lim~{~n < k} ;:::: Qk . (k = o.i,2, ... ) exists.!. is il]§ependent 
n -+ "" 
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of' the distribution of the initial queue siz~, and we have 

(88) Qk =f [l - Fk+l (x)]d[W(x) * ,H(x)] 
0 

where Fk+ 
1 
(x) denotes ·the k+l-st convolution of P(x) with ·. itself ·and 

W(x) ~s gi:ven_by Theorem 2. If' !ho = -r1} < 1 , and M = 00 , th<212 

l:im,f{~n < k} = 0 for all k = 0"1,2, ••• reg:a.rdless of the distribution cf 
n -+ oo 

the :initial queue size. 

~· The event ~n+k+l ~ k occurs if and only if the custcrner who 

arrives at time 'l"n depa.rts before •n+k+ 1 , that is, if and only if the 

queue size i.rnmediately after the depa.rture of the customer arri ving at time · 

an 
•n is~ k • Thus forAarbitrary initial queue size ~O we have 

(89) . 

where 

(90) W (x) = P{ n ~ x} • n (V.,.. n-

For the queue size immediately after the depa.rture of the customer arriving 

at time •n is equal to the mrrnber of arrivals during the waiting time &îd 

the service time of this custaner, that is, the number of custaners arriv1ng 

in the interval ( -r , -r + 1l + x ] • Thus we obtair1 ( 89) • n n n n 
m (89), then by Theorem 2 we ·obtain Theorem 8. 

If we let n + 00 

We note that if b < a < 00 and if F(x) is not a lattice distribution 
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* f'u.nct:ton, then lim P{F,(t) 2. k} = Qk (k == 0,1,2, ••• ) exists, is independent 
t + ~ -

of the distribution of the i..rûtial queue size, and we have 

(91) 
00 * Q~ = l - b + b f [l - Fk(x)]à[W(x) * H (x)] 

.""k a a 0 

where Fk(x) denotes the k-th iterated convolution of F'(x) with itself, 

* W(x) is given by Theorem 2 and H (x) is defined by (61). If a < b < 00 and 

!ixo = •i} < 1 , then lim!{~(t) _:_ k} = 0 for all k = 0,1,2, ••• regardless 
t + 00 

of the dîstribution of ~ (O) • The proof of this last result can be found 

in reference [ 309]. 

'lbe Stochastic Law of the Busy Pe.E,.iods. Let us suppose that in the 

queu:ing process defined. at the beginning of t.his section the L""litial state ïs 

S"Ï-'Jen,by !{~(O) = 0} = 1 and 1h1
0 

= O} = 1 • Denote by cr1 , cr 2,.", crn,." 

the ler;gths of the successive busy perj_od;:3 and by e1 , e2, ••• , en, ••• the 

lengths of the successive idle periods. We can easily see that (crn' en) 

(n = 1,2, •.. ) is a sequence of rm.ltually L!dependent and identically distributed 

vector ra..vidom variables. 

In.e~ follows we shall be concerned with the problem of' finding the 

àistribution function 

(92) !_{a
1 

< x , e1 < y} = G(x, y) • 

We can write that 

(93) 

where Gn(x, y) is the probability that cr1 .s. x, e1 -:<;... y and the first busy 



X-28 

p eriotj. consists of n services. 

(94) 

and 

Let us· introduce the following notation 

00 00 / 

r(w, s) = J J e-wx-sy d~dYG(x, y) 
0 0 

00 00 

for Re(s) > 0 and Re(w) > 0 • 

(96) Y = x0+ x1+ ••• + x 1· n _ n-

tor· n;:: 1,2, ••• and Yo = 0 • Furthermore, let us denote by o(A) the 

indicator variable of any event A , that is, 

(97) ö(A)=~~ if A oceurs, 

if A does not occur. 

The following result was folmd in 1952 by F. Pollaczek [ 227]. 

Theorem 9. We have 
00 l -Wy -S(T -y ) l -E{e n n n ó(T > y )} 

n=l n,-. n = n 
(98) r (w, s) = 1 - e 

for Re(s) > O and Re(w) > 0 

Proof. By definition we have 
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(99). G (x, y) = P{y ~ x, Tl~ y1 , ••• , T 1 ~ y 1 , y < T .~ y + y} n ,.,... n- - n--n- n n--n 

for n = 1,2, •••• If we write ~n = xn-l - (tn- Tn-l) for n = ~,2, ••• , 

r.n = ~ 1+ ~2+ ••• + ~n for n = 1,2, ••• , and r.0 = 0 , then we can also express 

(99) as follows: 

(100) 

B:y" tmj:rig the tenninolog_y of ladder incli.ces, w:hich we defined in Sectj_on 19, 
1 

we.can jinterpret Gn(x, y) as the probability that in the sequence 

r. , ••• 'the first ladder index is n and y < x and r. < y • n n= n= 

Denote by G(r)(x y) 
n ' 

the probability that j_n the sequence- z.;
0

, ç1 , •• .', 

r. , • • • the r-th ladder index is n and y < x n · n= and r < y • ·'1.ben "n =. 
{ 1 ) 

G'~ (x '.7) -n .. - , ". 

Gn(x, y) • 

Let 

(101) 

for Re(s) > O and Re(w) > O = Then 

We can easily see that 

(102) 

f or Re ( s) > 0 , Re ( w) > O a.'1d 1 p 1 < 1 • 
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In a similar wey as (19.8) or (19.19) we can prove that 

(103) 
n G(r)(x y) 

1 l n ' -----=.:_pr..., <x Y <~ <y +y} 
r=l r n,,,., L:•n = ' n 'n = n 

f or n = 1, 2, • • • • Hence i t fellows that 

(104) 
- -Wy -S(T -y ) 
l n n n = - E{ e ö (• > y ) } n,_,,__ n = n 

for n = 1,2, •••• If we rnultiply (104) by pn and add for n = 1,2, ... , 

then we get 

(105) 
oo co r oo n -wy -s ( • -y ) 
l -r1 [ l r (w, s ),:P] = l L E{e n n n o (,: ~ y ) } , 

r= 1 n=l n n= 1 n ...,_ n - n 

or equ.i vaJ.ently, 

(106) 

n -wy -s(T -y ) - r p ~· n n n ~, )} '--' .l:!.t e u \ T > y 
11 n""" n=n l r (w, s)p = 1 - e n=l 

n==1 n 

00 

00 

for Re ( s) ~ O , Re ( w) > 0 and 1 p 1 < 1 • If we put p = 1 in ( 106) ,,, then 

we obtain r(w, s) ar1d this proves (98). 

In many cases the Laplace-Stieltjes transform r(w, s) can easily be 

obtained by using the method of factorization. 

We shall use the following relat5.ons. Let qi ( s) = E{ z;e -sri} E R end ,...... ,_.,.... 

wr:i.te ll'+(s) = 'Nl!'(s)} = E{z:;e-sn+} and 111-(s) = T{'l'(-s)} "'E{z;e-s[-ri]+} 

for Re{s) > 0 • Then we have 

(107) 
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for Re(s) > O and = 

for Re(s) > O • = 

Theorem 10. If IP 1 < 1 , Re(w) > O , and 

(109) 1 - p~(-s)~(w+s) = ~+(w+s, w,p)~-(w+s,w,p) 

for Re(s) = 0 where ~+(w+s,w,p) and ~-(w+s,w,p) are def'ined .for Re(s) ::_ 0 

and Re(s) < O respectively and satisfy the requ:iremehts stated after formula 

(45), ~~~~ 

CQ 

\ n +r -( 110) l r n ( w, s) p = 1 ·- ~ \"", w, p ) ~ ( w-s , w, p ) 
n=l 

for Re(s) _:_ O, Re(w) > O and IP! < 1 . 

Proof. First we note that the factorization (109) always exists. Let 

us define 

(111) ~(s,w,p) = log[l - p~(-s)$(w+s)] 

+ and write ~ (s,w,p) = T{~(s,w,p)} and ~-(s,w,p) = T{~(-s,w,p)} for ...,.__ ,_ 

Re(s) > 0 where T operateB·onthe variable s. 

By ( 106) and ( 108) we can wri te that 
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(112)· Ï rn(w,s)pn = 1 _ e'l1-(s,w,p)-'Y+(O,w,p)+'i1+(00,w,p) 

n=l 

for Re(s) ~ 0 • Now by (46) we have 

for Re(s) > O and = 

(114) 

for 

(115) 

+ 'i'-(s,w,p) = log.P-(w-s,w,p) + logit> (w,w,p) 

\ . 

Rtj(s) > Q .• 

1 

Finally, by (112), (113) and (114) we get (110) which was to be proved. 

Example_. Let us suppose that F(x) is gj..ven by (25), th.s.t is. 

<j>(s) 

for Re ( s) > - À • 

If Re(w) > 0 and IPI < 1, then the equation 

(116) À-s = ÀP ~(w+s) 

has a single root 

(117) s = À[l - y(w,p)] 

in the domain Re(s) > 0 where z = r(w,p) is the only root of the equation 
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( 118) ' Z = pl/J(W + À - ),z) 

in the circle 1 z 1 < 1 • For ( 116) can!ot have a root in the domain 

· { s : 1 >. - s 1 > À and Re ( s ) ;;. O} 
, 

and by Rouche's theorern it foll9ws that 

(116) has exactly one root in the circle IÀ - si < À which can be expressed 

tn, the fQ!IlJ, (1.17) • NOW' we can choose 

(119) 

and 

( J.20) 

+ ( ) __ À - s - À p l/J ( w+s ) 4' w+s,w ,p >. - s - t.y (w ,p) . 

= À - s - Äy(w.p) 
À - s 

in (lû9) and by (110) we obtain that 

r.o 

(121) r , , n À . , ) 
l r ~W'S / P = '+ - Y \_ W' P n /\ s n=l 

for Re(w) > 0 , Re(~) > 0 and IP 1 < 1 • By expanding y(w,p) into 

Lagrange's series we get 

(122) 

"" 
y(w,p) = I 

n=l 

(-l)n-lÀn-lPn 0n-l[p(w+;\)]n = 
n! n-1 aw 

"" n-1 n 00 

·- l À ,P J e-(;\+w)x xn-1 d H (x) 
n=l n. O n 

for,- Re ( w) > 0 and ! p 1 < 1 where Hn ( x) denotes the n-th i terated 

convolution of H(x) with itself. 
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If we :interpret y (w· ,p) as t:r.at root in z of the equation (118) which 

has the s"Il18J.lest é'lb$olute value, then (121) is also valid for Re(w) .:::_ O , 

R.e(s-} ~ 0 and. 1p1 ::... 1 , and y (~r,p) is g:tven by (122) for Re(w) > O 

and !PI < l • If b is defi.Ded by (22) and if Àb < 1, then y{O, 1) = l, 

whereas, l:f Äb. > 1 , then y CO J 1) :::; Hl where z = w is the only root of· the 

eq_uation 

(123) Z = ijl(À - ÀZ) 

in the ur..:i.t circle lzl < 1 'Ihe root w is real and satisfies 0 < w < 1 .... . 
(See the author [ 306 ] . ) 

In a silrj_lar way as ( 122) we obta.:L.'1. by Lagrange' s expansion that 

(124) 
00 n-r n co 

[y(w,p)]r"" r l ~. Pr f e-(Ä+w)x xn-r dH (x) 
n=r n(n-r). 0 n 

for r = 1, 2 p •• , Re ( w) > 0 and 1 p l ~ 1 • 

By (121) and (122) we have 

(125) 
oa n 1 

r (w,s) = _L Jr e-(À+w)x (;"x) - dH ( ) 
n >.,+s 

0 
n! n x 

for n = 1,2, ••• , Re(w) ~ 0 and Re(s) > O • Hence it fellows that 

(126) 

for x ?_ O and y > O where-

(127) 
n-1 x 

( ) À J -ÀU 11-1 / ) Gn x = - 1- e u dH 1,.u n. 0 n 
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i. s th~ probability that a busy period ha.c:.> length :CS x and consists of n 

services, and 

(128) F(y) = 1 - e->.y 

is the probability that and idle period has length <. y • 

(129) 

f or 

(130) 

The probability that a busy has length ~ x is given by 

G(x) 

If 

oo oo n-1 x 
\ ( ) \ À f -1,u n-1 ( ) = l G x = l - 1- e u dH u 

n= 1 n n= 1 n · O n 

00 

y(w) = f e-wx dG(x) 
0 

for Re(w) ~ O , then by (122) we have 

(131) 
oo n-1 oo 

y(w) = y(w 1) = - \ _1.. _ J e ;..;;(/,+w)x xn-l dH (x·i 
' l n! n · n=l 0 

; 

for R~(w) > 0 , and z = y(w) can also be inter-preted as that root of the 

equation 

(132) Z = $(W + À - ÀZ) 

which has the sma.llest absolute value. 

:If Àb < 1 , then G( 00 ) == y(O) = y(O, 1) = 1 , that ·is, G(x) is a 

proper distribution f'unction. If -Àb > 1 , t:hen G( 00) = y(O) = y(O, 1) :;: ul < l ;. 

_that is,. the length of a busy period may be infinlte with probability 1 - . w • 
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If G(r)(x) denotes the r-th iterated convolution of G(x) with 

itself, then we have 

(133) 
( ) oo x (À )n-r 

G r (x) = \' r J e-Àu u ( ) 
l n ( )1 dH u n=r 0 n~r . n 

for x > O and r = 1,2, ••• = ~1his follows f'rom (124) by inversion. (See 

also Probelrn 65. 5.) 

We note that if cp(s) is given by (47), then in Theorern 10, + 
<P (oo,w,p) 

a.'1d iî>-(w-s,w,p) can be obtained by (51) and (52) respectively, and if ljJ(s) 

is gi ven by ( 5L1) , then in Theorem 10, 4> + ( 00 , w, p ) and iî> -· ( w-s , w, p ) can be 

obtain~ by (56) and (57) respectively. 

1 

Ln the theor-1 of queues it has some :importance to find the distribution 

of the maxi.mal queue size during a busy period and the distribution of the · 

maxima.1 waiting time during a busy period. In what follows we shall consider 

only single~server queues with Poisson input and general service times. See 

the author [319J, [324]. 

Contrary to our previous definition we assume here that hö custaner 

arrives at tjme •o = 0 in the que:ing process. We assume that customers 

arrive at a counter in the time interval (0, 00 ) in a.ccordance with a Poisson 

process of density >.. and are served by a single server in the order of 

arrival. The service t:ime3 are mutually independent and identically distributed 

positive random varia.bles with distribution function H(x) and independent 

of the arriyal t.:i.mes. 
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The initial state of the process is given either by ç;(O) , the initial 

queue size, or by n 
0 

, the initial occupation time of the server at time 

t = O • We suppose either that ç;(O) = i where i is a nonnegative :integer 

or that n ·
0 

= c where c is a nonnegati ve constant. 

·we denote by cr
0 

the length of the inttial busy period. If i;(O) = 0 

or n 
0 

= 0 , then a
0 

= 0 . Otherwise a
0 

is a positive random variable 

which may be 00 with a positive probability. 

(134) 

In wtiat follows we shall determ:ine the probabillties 

P(k,yli) = P{ sup ç;(t) ~ k , a
0 

< yjç;(O) = i} 
""' O~t~a0 

f or 0 < i < k and 
= == 

(135). 

for 0 < c < x • ::: == 

In (134) P(k,yli) is the probability that the max:Unal queue size 

du..Y'ing the ini tial busy period is < k and the 1ni tial busy period ha'3 

length < y given that the initial queue size is i , and in (13:)) 

G(x,y 1 c) is the probability that the maxirnal virtual waiti.ng time dm ... ing 

the initial busy period is ~ x ànd the ihitial busy perj_od has length 

given that the initial occupation-t:i.IIE of t[ie server is c • 

< ~1 
=J 

·: If ~ know these probabilities for the initial busy period, then we can. 

obtain imnediately the corresponding probabilities for any other busy period. 
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F or the probability that the ma.xima.l queue size during arw busy period other 

than the initial one is _:_ k and the length of the busy period ts -~ y· is 

evidently 

(136) P(k, y) = P(k,yjl) , 

and the probability that the maximal virtual waiting time during an.v busy 

period other than the initial one is < x and the length of the busy period 

is < y is evidently 

x 
(137) . . G(x, y) = J G(x,yjc)dH(c) • 

J kriow:ing (134) and (135) we c: easily determ:ine the corresponding 

probabilities for the initi.al busy period of the queuing process defined at 

· the beginning of this section. 

In what fo1lows we shall determine. the Laplace-Stielt,je::; transforms 

00 

(138) II(k,sji) = J e-sy dy P(k,y!i) 
0 

for O < i < k and Re(s) > 0 , and 

00 

(139) r(x,wl c) = b e-wy dy G(x,y 1 c) 

for 0 < c < x and Re(w) > O • 

We intróducè -the notation. 

00 

(140) l/;(s) = f e-sx·dH.(x) 
0 

for Re(s) ~ O and 
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(141) 
. o:> 

1T.(s) = lj' J e-sx-Àx (;\x)jdH(x)_ 
. J • 0 

for Re(s) > O anà j = 0,1,2, •••• 

(142) 

The generating function of 1T.(s) (j = 0,1,2, ••• ) is given by 
J 

00 • 00 .. 

I 1T.(s)zJ = f e-sx-;\(l-z)x dH(x) = ijJ(s+À-ÀZ) 
j=O J 0 

for Re(s) .:. 0 .and lz! < 1 • 

Denote by z = y(s) that root of the equation 

(143) ijJ(S + À - ÀZ) = Z 

i·ihich has the smallest absolute value. We b.ave ly(s) 1 < l 
= for Re(s) > O = 

and h C:s') 1 < 1 for Re Cs) > O • 

Theorem 11. If O < 1 < k and Re(s) > 0 , then we have 

(144) 

where 

(145) . Ï Q_ (s)zk = ijJ(s + À - ÀZ) 
k-'-0 ~k ijJ(s + À - ÀZ) - Z 

for Re (s) > 0 and 1 z 1 < 1 Y ( s) 1 • 

Proof •. First, we observe that __ " ;: 
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(146) , 
y 

P(k,yjk-i) = f P(k,y-ujk-j)d P(j,ujj-i) 
0 u 

for O _'2. i .$. j 5- k and y > O • If j = l , then (146) is obvious because 

P(j,u!O) = 1 for u > 0 • Let j > i • In (146), P(k,yik-i) is' the 

probability that the rnaximal queue size during the i.rütial busy period is .. 

<·k.- and the initial busy period has length ~ y given that the iru.tial = -

queue size is k-i • This latter event can occur in several mutually exclusive 

ways: The queue size decreases fra:n k~j+l to k-j for the first tirne at 

t:lme u where 0 < u < y • The probability that the first transition 

k;...j+l +'.k-j occurs in the interval (O, u] is P(j,ujj-i) • For obviously 
1 

this pr9bability is the same as the probability that in a queuing process the 
i 

maximal queue size during the initi.al busy period is ~ j and the inltial 

busy :period ha.s length < u. given that the- initial queue size :i.s j-i . on· 

the other hand if we measure time from a transition k-j+l + k-j , then the 

future behavior of the queuing pr_ocess is independent of the past and is th~ 

same as that of a queu.:ing process with initial queue size k-j • On account 

of these considerations we obta.in (146). 

If we form the La.place- Stieltjes transform of(l46), then we obtain that 

(147) TI(k,sjk-i) = n(k,sjk-j) n(j,slj-i) 

for O < i ~ j < k and Re(s) .::_ O • We note that TI(k,sjü) = 1 • Since 

H(k,s 1 i) f. 0 for 0 < i < l{ and Re(s) > O , it follows from (147) that 

II(k,sli) can be expressed ir1 the f ol1owing form 

(148) 
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f or 0 < i < k 
~ = = and Re(s) ~ 0 where ~(s) - 1 and Qk(s) i 0 for k > 0 

and Re(s) > 0 • 

If we take into consideration that dur.Lng the first service time in the 
, 

ini tiaJ. busy periOd. the nwnber of arri vals may be j = 0, 1, 2, ••• , then we can 

write that 

(149) 

f or 

II(k+i,sli) 
k 

= I TI~(s)IT(k+i,sli+j-1) 
j=O J 

i > 1 and k > O . = = If we multiply (149) by Qk+i(s) , and if we use 

(148), 'then we get the following recurrence formuJ..a: 

(150) 
k 

Qk(s) = l TI.(s) Q"k+l-J.(s) 
j=O J 

for k = 0,1,2, ••• and Re(s) ~ 0 • If we j11tr>oduce generating furctions.,. 

then by (142) we obtain (145) for Re(s) > O and lzl < ly(s)I • We can 

express Qk(s) explicitly as a polynomial of l/TI·0 (s) and Tij(s) (j = 1"2, •.• , 

k-1) • Knowing Qk(s) , we can determine P(k,yli) by inversion. 

Theorem 12. If O ~ c < x and Re(w) > 0 , then we have 

(151) 
·. W(x-c w) 

r(x,wlc> = W°"Cx,w~ ·• 

where 

00 

. (J.52) J -sx d ( ) - s 
0 e xw x,w - s- w - ).[l - 1/JTSJJ 

for Re(s) > Re{w + À[l-y(w)]} • 
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Proof. In this case the process {n(t) , Ü < t < oo} 
= is a homogeneous 

Markov process ar1d thus we obtain easily that 

(153) r(x ,wlx-c) = r(y,wly-c)r(x,wlx-y) 

for O ~ c < y < x and Re ( w) > O • Since r (x, w 1 c) ;é O for 0 < c < x 

and Re(w) > 0 , it follows that r(x,w!c) can be represented in the followi.ng 

fonn: 

(154) r(x "'l c) = W(x-c ~ w) 
'.-< W(x,w; 

1 

for 0 /< c < x and Re(w) ~ 0 where W(O, w) = 1 , a..11d W(x, w) ;é 0 for 
1 

x ~ 0 and Re(w) > 0 • 

If we take into consideration that in the time interval (0, u) one 

custoiner arrives with probability ÀU + o {u) , and roore than one customer 

arrives with probability o{u) , where lim o(u)/u = O , tben we can vJrite 
u+O 

f or x ~. O and y > O that 

x 
(155) r(x+y,wiy) = (1-Àu)e-wur(x+y,wly-u)+Àu f r(x+y:owly+z)dH(z)+o (u) • 

0 

If we nrultiply (155) by W(x+y ,w) , then we obtain that 

x 
(156) W(x,w) = (1-Àu)e-wu W(x+u,w)+ÀU J W(x-z,w)dH(z)+ o(u) 

0 

for x > O and Re(w) > O • Froni (156) it fellows that 

(157) aW(x,w) 
ax 

x 
= (À+w) W(x,w) - À J W(x-z ,w)dH(z) 

0 



f or x > O and Re(w) > 0 • Let = 

00 

(158) n(s,w) = f e-sx d W(x, w) 
0 x 

for Re(w) ~- ö • If we form the La.place-Stieltjes transform of (157), then 

we obtain that 

(159) s[n(s,w) - W(O,w)] = (À+w)n(s,w) - Àn(s,w)~(s) 

for Re(w) > 0 and Re(s) > Re{w+À[l~y(w)]} • In (159), W(O,w) = 1 , and 

this _implies that n(s ,w) is equal to the right-hand side of (152). 'I'his 

canpletes the proof of the theorern. Theorem 12 mak.es it possible to deterrnine 

the probability G(x,ylc) • 

By using Theorern 12 we can also detemdne G(x, y) defined by (137). 

Let 

00 

( 160) r(x,w) = b e-wy dy G(x,y) 

for x > 0 and Re(w) ~ 0 o By (137), (151), and (157) we obtain easily 

that 

(161) r (x,w) 

for x > 0 and Re ( w) > 0 • 

=l+w_l 
À À 

a log W(x,w) 
ax 

The Distribution of tbe Oçcupation Time. We shall consider the queuing 

process defined at the beginning of this section, and we shall gi ve sorne 
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m ethods for finding the distribution and the asymptotic distribution of 

the total occupation time of the server :L.'1. the time interral (0, t) . See 

references- [291 ] ) [ 314], [ 321 J., [469 ] • Accordingly, we suppose tri.at 

in the time interval . [ 0, 00 ) 

, 
custaners arri ve at a counter at times 

-r0 , "l'"""' •n,··· where •o = O and •n- •n-l (n = 1,2, ••• ) are mutually 

independent and identically distributed positive random var'iables with 

distribution function F(x) • The customers are served by a single server. 

Denote by Xn ~he service time of the custc:mer arriving at time •n . We 

assume that x0 , xl' ••• , xn" ••• are mutually :independent and identically 

dlstribtted positive random variables with distribution functiön H(x) and 

indepenp.ent of {L } • The initial state is given by no ' the occupation 
i n 

time of the server at time t = 0 , where n is a nonnegati ve random 
0 

variable which is independent of {Ln} and {xn} • 

. 
Denote by o ( t) the total occupation time of the server in the time 

interval ( O, t) and by e ( t) the total idle time of the server in the 

t:i.nE interval (O, t) • We have o(t) + e(t) = t for all t > 0 • We are 

,interested i.ri detennin:lng the distribution and the asymptotic distribution · 

of cr(t) • 

If no is an arbitrary nonnegative random variable, then 

(162) Jooe-qt E{e-vo(t)}dt 
0 ,,,.___ . 

---· -· ·-- -

is gtven by--(37) for Re(q) > o ana·· Re(v) > o • He nee P{a(t) < x} 

"""" 
can 

. . - ~ 

be obtained by inversion. 
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The probability P{cr(t) ~ x} = P{e(t) > t-x} can also be obtained by 
Nv- - ,.,,,_ 

Theorem 59.1 for O < x < t • 

Denote by, ol' o2," •• , 0
11

, ". and el" e2,. ", enP .• the lengths of 

the successive busy periods and idle periods respectively. If !{no = 0} = 1 , 

then (an, en) (n = 1,2, ••• ) are rm1tually independent and identically 

distributed vector random variables whose distribution function P{cr < x , 
""""" n = 

en < y} = G(x, y) can be obtained by Theorem 9. In this case the probability 

P{cr(t) ~. x} is C:G"'Ilpletely deterr.JJ.ined by G(x, y) as it can be seen from 

'11h.eorem 59 .1 • 

= O} = 1 and if G(x, y) belongs to the domain of attract~Lon 

of a nondegenerate, two-dimensional, stable distribution function" th.en there 

ex:i.st a nondegenerate distribution function R(x) and normalizLrig fu"1ctions' 

M1(t)" and ~(t) such that M2(t) + 00 as t + 00 , and 

(163) 
cr(t) - M1(t) 

lim,!{ M (t) < x} = R(x) 
t + 00 2 

in every contlimity point of R(x) • In many :important cases R(x) can be 

obtained by Theorem 59.2 • We càn easily prove that (163) relilains vaJ.id 

unchangeably if n 0 has an arbitrary clistribution function. 

The limiting cli..stribution (J.63) can be detennined in a s:imple way if 

(164) 

( 165) 

exist and b < a • 

a = f xdP(x) 
0 

··:' 

b = J xd.H(x) 
0 
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Let us define 

(166) 

for t > O • Then {x(t) , O -~ t < 00 } is a compound recurrent process as 

we defined in Section 49 (Definition 2). 

Now we can write that 

(167) o(t) = n + Y~+ x(t) - n(t) 
Û "U 

f or t > O • 

Jam (167) we can conclude that if b < a and if 

(168) 

1 
1 

! 

x(t) - M1(t) 
limJ:~ M (t) .~ x} = R(x) 

t -+ ..,, 2 

in every continuity point of R(x) where M
1 
(t) a."'1d M

2
(t) are appropriate 

ncrmaliz:illg functions for which M2(t) + co as t -+ 00 , then 

(169) 
. o(t) - M1(t) 

llill J:. { . . M ( t ) 
t-+ro 2 

< x} =- R(x) = \ 

also holds in every continuity point of R(x) • This fo11ows from the fact 

that if a and b exist and b < a , then n ( t) !M2 ( t) :::::} O as t -+ 00 when-

ever J\~(t) -+ 00 as t-+ 00 • (See Theorem 2 and Theorem 7.) 

In many cases the limiting distribution (168) can be obtained by Theorem 

45.2 • See also formula (49.205). 

· 'llieorem 13. If Q < b < a and 
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(170) lirn P{ ,..,._ 
n + co 

T - na 
n < x} = P{T 5- x} 
a na. = tv- -

2 

·and 

(171) 
x1+ ••• +y - nb 

l:irn P{ ·n < x} = P{x 5- x} 
n -+ :;;- b n8 = """" -

2 

in all continuity points of the lIBliting distribution functions where T and 

x are independent random variables, then 

; 

(172) 
o(t) - ~t 

lim P{ < x} = R(x) 
t -+ .;;- M tµ 

2 

in 17very continuity point of R(x) where R(x), Mp M2 and µ are given j_n 

Table I . 

TABIE I 

,..,. --
(cl, f.> ) M 1 M2 µ R(x) 

D( > f' b/a b / l+a. P{-T < x} a2 a a. ,._ = 

O(::~ b/a 1 B P{b2a-8x-ba2a-(l+~)T < x} = rv- . 

. 
0( <f.> b/a b ;a.8 B P{x < x} 2 ,_ 

Proof. If (170) and (171) are satisfi~d, tb.en the asymptotic 

distribqt;ion of x(t) as t + 00 is given by (49.205) where the normalizing 
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functions aru: R(x) are given in Table II. Thus we get (168) whence (163) 

i..rrnnediately fc-, 1 ows. 

, 
Examole. Let us suppose that a and b are finite positive numbers 

satisfyiri.g tl'-.ie i:"lequality b < a and let 

(173) 

and 

2 (J = 
a 

00 

f (x - a)
2
dF(x) 

0 

00 

C 174) '1 cr-2~= f (x - b) 2dH(xf 
b 0 

be ~te 111.EÎ,~Y~ for wh:tch cr 2 + crb2 
> 0 • a 

In this case (170) and (171) are satisfied with a2 = cra , t 2 = crb , 

a = ~ = ~ and P{T < x} = P{x ~ x} = 9(x) where w(x) is the norrnal 
'- ,..,._ - i'/"- - -

distrj_bution funct:ton. Thus by Theorem 13 we obtain that 

(175) 
. cr(t) - M1t 

1J.m J:_ { -
112 

-5__ x} = .P ( x) 
t+oo ~t 

t:::. 

where 

( 176) 

and 

(177) .. M / ( 2 2 + b2 2)1 3 2 = a ,SJb .. (Ja . a n • 

We~note tl-iat if we know either .é{'a- <x, i(< v} = G(x~ y)· -or ,,_,._- n= n=" ~ 

E{cr } , E{e } , Varfo } , Var{8 } and Covfo , e } then (175) can also ,._n ,..,.n ~n "" ...... n ~n n' 

be obtained b;f Theorem 59.2 . (See Problem 65.9") 
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Now we shall mention another approach for finding the lirr.iti:ng 

distribution (163) in the case when the expectation.s a and b are finite 

positive nurnbers and a = b • 

Write ~ = (T - T J) - x for n = 1,2, .•. , ç0 = 0, and ç = n n n~_ n n 

~l + "'f? + ..• + ~ for n = 1,2, •••• Lri Section 44 we proved that if 
~- n 

P{~ .:s_ x} belongs to the dcmain of attraction of a stable distribution ,,,... n -

-

function R(x) of type S(a,S,c,O) where 1 < a < 2 , -1 .5.. B .:::_ l 2...nd 

c > O , then there exists a positive fu.nction p (t) defiJ.J.ed for t > C sï.J.ch 

that 

(178) 

and 

(179) 

c; 
lim P{ - n ~ x} = R(x) 

n ~ ;;;- nl/ap(n) 

lim P (wt) = 1 
t ~ O<,P (t) 

.. 

for all w > O • The function p(t) can be chosen by Theorem 44.6 and 

Theorem 44.8 • 

If .f\Cn) = max(ç0 , r,;1, r; 2, ••• , çn) for n = 1,2, ••• , then by Theorem 

45.10 it follows that 

--:_ _(180). ·1· p { n(n) 
Jlil___ l/a < x} = Q(x) 

= 
n + oo n p(n) 

where 
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(181) Q(x) = P{ SUP ~(u) < x} 
""' O<u::l == :.= 

and {ç:(u) , 0 _<._ u ::-._ l} is a separable stable process of type S(a,S,c,O) 

By the above results we can ea.sily find the a.symptotic distribution 

of e ( t) = t - a ( t) as t -r "" • 

Theorem 14. If a = b is a finite positive number and P{ ( • - • 
1
-) -

- Ml> n n-'-

x !:... x} belongs to the domain of attraction of a stable distribution n _ __,.. -

function of type S(a.,s,c,O) '~here 1 < a. < 2 , -1 < s ~, 1 and c > O , 

then t~ere exist.s a posi ti ve function p ( t) defined for t > 0 which 
1 

_êatisJ'jJes (179) such that 

(182) 
l/a ( ) 

l:im P t a e t < x} = Q(x) 
t ~- ;:- tl/ap(t) = 

where Q(x) is defined by (181). 

Proof. First we observ-e that 

(183) e(t) = sup{O and u - x(u) - n 0 - x for O < u < t} 
'O = = 

for t > O where x ( u) is defined by ( 166) • Hence we can easily see that 

e(t) has the same a.symptotic distribution a.s 

(184) sup [u - x(u)] 
O<u<t 
== 

règardless of the distribution of- n· 0 _ . - On the other hand if we denote · 

by ,\!(~) - the number of arrivals in the time interval (0, -t] , then (184) 

has the same a.symptotic distribution a.s n( v ( t)) ~ Since by the weak law 
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o f large nurnbers 

a.s· t -+ 00 , (Problern 53. l ) , it follows f'r·om (180) that 

(186) 
l/a. ""'."" 

lim P{ a n(v(t)) < x} = Q(x) • 
t -+ ;;;- tl/a. P ( t/a) = 

the same method as we used in proving 
To prove (186) we can use..,Theorem 45.lf.. By __ _(J.79) p~~)(p(t/a) -+ 1 as 

t-+ co , and henee (186) implies (182). 

1 

Ei.lamples. First, let us suppose that a = b is a finite positive _ _..__ 
1 

i 2 2 2 2 
number and 0 < cra + crb < co where oa and crb are deflned by (1"(3) and (174) 

respectively. In this case (178) is satisfied with a = 2 ! p(n) ~ 

./ a~ + o~ , and R(x) = qi(x) where qi(x) is th2 nornnldistribuc].on function, 

that is, R(x) is a stab1e distribution function of type S(2,0, ~,O) • Now 

by Theorem 45.6 or by (45.220) we can conclude that (180) holds wi.th 

(187) 
{

2q>(x) 

Q(x) = 
0 

Thus by Theorem 14 it follows that 

- l f or x .:_ O , 

f or x < 0 " 

(188) lim P{ e(t)/a - < x} = Q(x). 

t+::-/<2 2 oa + ob)_t; 

where .Q(x) _is._given by (187). 
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Second let us suppose that a = b is a firute positive nurrber, 

(189) lim xa[l - H(x)] = h 
x -r oo 

where h is a positi.ve number, 1 < a < 2 , and 

(190) lim xa[l - F(x)] = O • 
x: ~>- Q:L 

In this case 

na-(x1+ ••• +x ) 
(19.1) l:im,f{ n < x} = R(x) 

1 n + oo (nh)l/a = 

wtiere !R(x) is a stable distribution function of type S(o,-1,r(l-a)cos ~",O) . 
c. 

Stnce by- (190) 

(192) 
t - na 
_!l __ ~ 0 

l/a n 

•t .Ç> 11 f........._· (191) that (178.) ·· " · .c·· d •tl ( ) · hl/a as n + 00 , i ... o ows .Lu'TI ·. is sacJ_SJ.le wi 1 .. p n = , 

with the above a ,and with the above R(x) • Consequently, (180) also hold..s 

and 

[ l 1-R(x) f or x > 0 ' - 1-R(O") 

(193) Q(x) = 
. 0 f or x < 0 , 

• where R(O) = (a-1)/a • This follows fr~m (45.223) or from (56.38). Thu.s 

by Theorem 14 we obtain that 

(194) 
l/a (t' 

lim p [ a . e ) < x} = Q(x) 
t + :;- (th)l/a -
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where Q(x) is given by (193) and R(x) is a stable distribution f'unction 

of type S{a,-1,r(l-a)cos ~1T, 0) • We note that we can also w"'l'ite that 

(195) Q(x) = G ( x ) 
l/a. (-r(l-a))l/a 

wbere the distribution funct;i.on G (x) is def1ned by (42.178) for O < a. < 1 • 
a. 

According to (42.178) we have 

( ) ( -a 1 1T ) (196) Gl;'cr. x = 1 - R x ; ~ , 1, cos 2<Y. , 0 

fur x ~ 0 and a > 1 where on the r1gtit-hand s1de we have a stable 

d:tstribution fU..Ylction of type S(1 , 1, cos 11

2
. ,· 0) • Tne representatj_on 

a . a 

Cl9-5) follows fran (42.184) and (42.192). For by these forrnulas we have 

) ( ) [ ( cm ) a-1 .1 (197 Gl/a. x = a R x ; a.,-1,-cos 2 , 0 - a ~ 

for x > 0 and 1 < a < 2 where on the right-hand side we have a stable 

distribution function of type S(a,-1,-cos ~1T' 0) ~ 

We note that if in the last example instead of (189) we assurne that 

(198) xa.[l - H(x)] = h(x) 

where 1 < a. < 2 and 

(199) lim h(wx) = 1 
X-Ho h(X) ' 

f or w > O, then we have 
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(200) 

where R(x) has the s.ame mean:ing as in (191) Md p(t) can be chosen iri 

such a way that 

(201) lirn t[l - H(tl/ap(t))] = 1 • 
t -+ CC> 

Ina sirnilar wey as in the last example,(200) :implies that 

(202) 
l/a ( ) 

lim P{ a 6 t < x} = Q(x) 
t ->- ,;:- tl/o.p (t) = 

1 . 

where ~(x) 
1 

is- given by (193). 
1 

:en conclusion, we sba.11 mention scme results for single--server queues 

with Poisson input and general serVice times. For simplicity we assume that 

the irûtial occupation time of the server is 0 ani no customer arri ves at 

tWJ.e · t ;::; O • We assume that custc:mers arri ve at a counter in the time 

interval ( O, oo) 
d 

in accorance with a Poisson process of denisty À and 

are served ·by a single server. 'fue servï.ce times are mutually independent 

and identically distributed positive random variables wi.th distribution 

function H(x) and independent of the arTival times. 

In this case the lengths of the successive idle periods, e1 , e2, ••• , en' ••. 

and the successive busy periods, a1, a 2, ••• , an,··· are independent sequences 

of IIIlltu.ally independent and identically distributed. posit1.ve randcm variables. 

Wè have 

(203) P{e < x} = ,..,_, n = 

-ÀX 
1 - e 

0 

for x > O , 

f or x < O , 



X-54 

and 

( 204) P{a < x} = G(x) ,..,_ n = 

where G(x) is given by (129). 

Now by (59.9) we obtain that 

(205) P. r it' < } - t -À(t-x) [À(t-x)Jr ,.,(r)( ) lcr, J _ x - l e _ 1 u x 
,.,._ - r--0 r. 

for O :s_ x < t · where G(r) (x) denotes the r-th iterated convolution of 

G(x) with itself and G(O) (x) = 1 for x ~ 0 • For r > 1 the distribution 

function G(r)(x) is given by (133). 

The distribution function (205) can also be obtained in the following 

way. Denote by x(u) the total service time of all those customers who 

arrive in the time interval (0, u] • Then {x(u) , 0 .~ u < 00 } is a 

c.ompound Poisson process for which 

(206) 
oo n 

P{x(u) ~-x} = l e-ÀU (Àu~ -H (x) 
·""' - n=O . n. .n 

wh.e!be l\i(x) denotes the n-th iterated convolution of H(x) with itself and 

1-Ia(x) = 1 for x > o and H0(x) = O for x < O • 

(207) e(t) = sup [u - x(u)] 
O<u<t == === 

for t > 0 by 'I'heorem 55.9 we obtain that 

t 

Si.rice jn this case 

(208) P{e(t) < x} = 1 - f x d P{x(u) ~ u - x} 
/v- = u u,,,_ 

x 
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for 0 < x < t • If we take mto consideration that a{t) = t - e ( t) for 

t ?_ 0 , then (205) can be obtained by (208). 

Now let us deten~irie the asymptotic distribution of ~(t) in,various 

cases. 

First, let us suppose that Àb < l and that 

00 

(209) 2 J 2 crb = (x - b) dH(x) 
0 

is finite. ~hen G( 00 ) = 1 , 

(210) 

(211) Var{cr } ,/ ....... ,,...,.._ n 

(cr~ + Àb3) 
= ------:, 

(1 - Àb)3 

and o~viously I ~fa~~)= l/À and Var{ an J = l/À 2 • _frn this case by the 11-th 

statement of T.neorem 59.2 we obtain that 

(213) lim p { a(t) - Àbt < X} = qi(x) 

t + :;;- /À(<!~ + o2)t = 

Wb.ere qi (x) is the nonnal distribution function. (See also the author [ 291 J.) 
...., ? 

'11he same result can be obtained by (175) if we put a = l/À and crc.. == 1/):­a. 
in (176) and in (177). 

Second>let us suppose that 2 Àb = 1 and that crb < 00 
• 

-

Then we have 
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1 

( 214) Jim x
2 

[l - G(x)] 
x + CX> 

Ttiis result is due to S. M. Brocli [ 39 ] . If we take into consid~ratlon 

that y(s) , the Laplace-Stieltjes transform of G(x) , can be obtairied for 

Re(s:) > 0 as· the only root :i:r1 z of the equation 

C215) Z = ljJ(s + À -· ÀZ) 

in the unit circle 1 z 1 < 1 ·' and that 

2 2 2 

(216) 
Cab + b )s 2 1-it>(s)=bs-

2 
+o(s) 

as s -+ +O , then we can ea.sily prove that 

(217). 

1 
-2 

lim s [l - y(s)] -· 
s++o 

and this irnplies (214). 

Now 

(218) 

arid by (214) 

(219) 

where R(x) 

is, 

n e1+ ••• + e - -
n À limX{ < x} = IP(x) 

11-+ CX> /iï/À 

crl +. • .+ CJ 

lim!_{ 2 3 2 n 2 .S.. x} = R(x) 
n -+ "" n /À ( crb + b ) 

is a stable distribution function of type 1 
S(2, 1, · 1, 0), that 
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for x > O , 

(220) 
for x < 0 • 

In this case by the 7-th statement of Theorem 59.2 we obtain that 

(221) lllil. p. lr e(t) } l R(l ) --------- ~ x = - 2 
t .... ,;- v),(a~ + b 2)t x 

f or x > O • Here b = l/À and hence 

(222) 

f or 

and 

x 1> 0 • The same result can be obta:i.ned by (188) if we put a = 1/), 

o2 = l/À2 in it. a 

~, let us suppose that . f\b =- .1 and that 

(223) xa:[l - H(x)] = h(x) 

where l < a < 2 and 

(224) l:im h(wx) = 1 
X + coh(x) .for w > o. 

In this case G(x) belongs to the domain of attraction of a nondegenerate 

stable distribution fu.riction of type S(~, 1, c, 0) where c > 0 • (See 

De L. Ig-J_ehart_ [ 133 ] . ) Indeed we have 

(225) 



X-58 

as x + 00 where 

(226) 1 D(a, À) - ---,,1--------~1 • 

Àl+ ër r(.1- ~)[-r(l-a)J rT 

For in this case we have 

(227) 

as s~jO 

for RJ(s) 
! 
' 

(228) 

00 

1-iµ(s) :: bs ~ s f (l - e-sx)h(x)x-aàx =: 

0 

-· bs + r(l - a)sa h(~-) + 0 (s°') 
u 

and j_f we t::i.ke illto consideration that 

> 0 , then we obtain easily that 

1-y(s) "' 

'c· , c · i) 11a. D a, À,r _1- - s 

[h( i)a)]l/o; 
s 

et 

z = y(s) satisfies (215) 

as s + +o • Hence by a Tauberian theorem (Theorem 9. ll.J. in the Appendix) 

it follows that (225) holds. 

Dl=: the pqrticula.r case where l:lln h(x) == h and h is a positive number 
x + (X) 

by (225) we have 

(229) l/ct liin x [l·-G(x)] == g 
x + (X) 

where 

(230) 

Thus it follows that 
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(231) 

where R(x) is a stable d.istribution function of type S( 1, 1, r(l- 1)cos 27T -, 0) • 
CL , CL Cl. 

Since in this case (218) holds, by the 7-th statement of Theorem 59.2 we 

obtai:.n that 

(232) 

for x > 0 , or equivalently, 

(233) lirn P{ e(t)D(aÎÀ)À.:::. x} = G,(r(l- l)x) 
t + :;;- (ht)1 a. - =- a. 

a. 

where D(a, À) is given by (226) and Gl/a(x) is defined by (42.1'78). (See 

also (196) 8"nd (197).) This result is a particular case of (194). lf we 

put a = l/À in (194) , then we get 

lirn P{ 8 ( t) < x} = G ( . x ) 
· t -+ ,;;- (Àht)l/a = ·~ [-r (1-a) ]l/a 

which iJ1à.greement with (233). ,., 

L~ the general case when H(x) satisfies (223) with (224), we can fi11d 

* a function p (t) such that 

(235) CL * l:i.m t [l .... G(t p (t))] = 1 
t -+ "' 

and 

(236) 
a~+ cr')+ ••• + a 

lim P{ l. "" n < x} = H(x) 
,.,._ CL * = n -+ oo n p (n) 
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where. R(x) is a stable distribution function of type S( !, 1, r(1- ~-)cos ·;a' 0) • 

Since (218) holds, in exactly the same way as we proved (232) we can conclude 

that 

(237) 
,,_ * l/a. _l/a 

lim p { e(v)À[p (t )J 
t + :;;- tl/a 

1 
< x} = a1 (r(l- ~)x) • 

a. 

If we put a = l/À in ( 202) , then we obtain that 

(238) · e(t) x ) lim P{ / < x} =. G ( 
,..,.... ("-·t)l a.p (t) = 1 l/o: • t -+ co A , - [-f (1-a.)] a. 

whe1"e p (t) should be chosen in such a way that (201) is satisfied. A 

ccmpar1son of (237) and (238) shows that 

(239) * p (t) 
a 

= [D(a.-L.l2_J 
p(ta) 

i.s an appropriate choice in (235). Ttiis can be ver;lfied by using the fa.et 

that 

(240) ~.L;m P (Ult) = 1 
~.i (t) 

t + CXl p 

for all w > 0 • (See ProlJlern 46. 12 • ) For by (223) and (201) it follows 

that 

(241) 

as t + 00 and by (225) and (229) we have 

(242) * 1/ * o< h(t[p (t)J~ ~P (t) ~ [D(a., A)] 
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as t'-+ co. 
l/a If we put (239) in (242), and if we replace t by t jn 

(242), then we obta.in that 

as t -+co , and this is indeed true by (240) and (241). 

(244) 

(245) 

Finally, we note that if Àb > 1 , then 

* where w 

* lim P{e(t) ~x} = 1 - e-w x ,..,., -t + CQ 

the 
is largest real root of the equation 

" 

* * À[l - •Cw )J = w • 

In this case the distributicn of e ( t) is gi ven by ( 208) • lf we let t + "" 

in (2Ó8), then by Theorem 55.10 we get (244). 

63. Risk Processes. One of the most :lmportant tasks in the mathematical 

tl'1e0ry' of insurance risk i:.s to study the fl.uctuations of the risk reserve · 

process. The first results concerriin.g risk reserve processes were obtained 

i..11 1903 by F. Lundberg [373 ], ·[374 ]. The theory was further developed 

betli\Teen 1926 and 1955 by F ~ Lundberg [ 375 ] , [376 ], [ 377 J, H. Cramé"r 

[ 364 ], [365 ], [ 366 ], [ 367 ], F. Escher [369 ], 

·_c~-o~ ·se~erdál']l [ 384 J, [385 l, [386 J, [ 387], s. Täcklind [390 J, 

T.; Saxén [ 3:(32 ] , [ 383], H. Ammeter [ 353 ] , G. Arfwedson [ 355 ] , [ 356 J.: -

[ 357 J, [ 3581, [ 359] and others. Same recent .results can be found in: the 

papers rnentioned in the references. 
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Let us suppose that a ccmpany deals with insurance and annuitles. In the 

time interval (0, 00 ) the company continuously recei ves risk premiums from 

the policyholders at a constant rate. If a claim occurs, the cornpany pays 

the risk surn of the claim to the policyholder. The company also pays annuities 

continuously to the policyholders at a constant: rate. We rnay consider the 

annuities as negative risk premiums. If a policy tenninates the corresponding 

reserve is- pl.aced at the disposal of the company, thus i..rnplying a payment 

from the palicyt1older to the company, or a payment of a negative am0Ui1t by 

the corrpany to the policyholder. 

i 

Acpordingly, we shall assume that the cornpany continuously receives risk 

premi~·, which rnay be positive or negative, at a constant rate, and the 

ai-nount p.:lld by the cornpany in settlement of a claim may take positive or negative 

values·. 

Suppose that the total risk premium received in the time interval (O, u) 

is., cu where . :c is a positi ve or negati ve constant. Suppose that in the 

time interval (0, oo) claims occur at random.times -r1, -r 2, ••. , 'n'··· and 

the corresponding ri.sk sums are xl' x2, ••. , :is_
1

, • • • which are random variables 

taldng on positive or negative va.lues. Suppose that at time u = 0 tha 

company has at its disposal a certain .in:i.tial capital x > O which 1s avai1able 

for covering the losses due to random fluctuations. In this case the size 

of the risk reserve at time u is 

for u > O = Let us introduce the notation 
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(2) 

for u > O • 
= 

ç:(u) -· I x - cu 
0 n 

<T <U n= 

One of the fundarnental problems of the theory of insurance risk is to 

f:tnd the probability that 5n the time interval (0, t] the risk reserve does 

not become negative, or in other words, that no ruin occurs in the t:ime 

mterval (0' t J 

(3) 

This probability is evidently given by 

P{ sup ~(u) < x} 
""- O<u<t 

== 

The probability that in the time interval (0, 00 ) ruin never occurs is given 

by 

( 4) P{ sup ~(u) :::._ x} • 
,..,,_ O<u<00 

= 

Ih the rnathematical theory of risk reserve processes it is :important to 

find the probabilities (3) and (4) for various processes {~(u) ' 0 < u < 00 } 

General methods for finding the probabili ties ( 3) and ( 4) were gi veri 

in 1954 by H. Cramér [366 ] in the case where claims occur according to a 

Poisson process and {xn} are mu.tual1y independent and ident:ically distributed 

random variab.les, and in 1970 by the au.thor [ 389 ] in the case where claims 

occur acçording to a recurrent process and · {xn} are rnutually independent 

and identically dis,tributed random varia.bles. 

In what follows we sha11-consider the case where {ç;(u) , O < u < 00 } is 

a g-eneral compound recurrent prócess as we defined in Section 54 and we shr.:tll 
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g:i. ve methods for finding the probabiJi ties ( 3) and ( 4). 

We suppose that •n- Tn-l (n = 1,2, •• ~ ; <o ~ 0) is a sequence of 

mutually independent and identically distributed positive random variables 

with d:tstrtbutlon function P{<. - T 
1

.:::. x} •= F(x) and x (n ='1,2, ••• ) 
·· ,..,.... 11 n-. - 'TI 

is a sequence of mutually idnependent and identically distributed random 

V'ariables· w:tth distr1buti.on function ,!{xn < x} = H(x) " We suppose also that 

the.twese11uences · h} and· {y_} are independent. 
~ n ·n · 

tet us introduce the f ollow1ng notation 

co 

(5) <j>(s) = f e-sx dF(x) 
0 

. ! 

for Re Cs-) ~ o ~ and 

co 

(_6) ip (s) = J e -sx dH(x) 

for Re(s) = 0 • 

we are interested in finding the distribution and. the l:imiting di.stribution 

or the randan variable 

(7) n(t) = sup ç;(u) 
O<u<t == 

w!J.èi"e · ç; (u) :i:s· de;fined by (2) for u > O • 

Theorem 1. If c > O , Re(q) > O apd · Re(s) > 0 , then we have 

(8) ' . .!"" -qt ;~{ -sn(t)}dt. _ .[l A.( \] -T{log[1...,q,(q-cs)t[;(s)]} q e .i:!.r e .. . - · :-'!' q; e ~ · 
0 ~ 
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·wnere T operates on the variable s • 
,_,_ 

Próof. 'Ihis theorem is a partictLlar case of 'Iheorem 54 .1 If' we 

put v ;:: s· in (54.28), then we get (8). In the above form of' (8)' we have 

made use of a rather obvious fact" nan~ly that if @ ( s) e: R , then ,,,,.... 

(9) [TO(v-s)}] = T{qi(s)} 
v=s M. 

for Re(s) :: 0 • 

'Th.eorem 2. If c -~ 0 , Re(q) > O and Re(s) ~ O , tb.en we have 

(10) q /"e-qt E{e-sn(t)}dt = Q(s,s"q) +. es. Q(s - q s, q) 
Q ,.,,.__ q·-CS c' 

where 

(11) Q(s,v,q) = l - <P(q-cv)T{[l - 1/l(v-·s)]e·1'.{log[l-<ji(q+cs-cv)t11(v~s)]}} 

for Re(s) > Re(v) > 0 and T operates on the variable s • If c = O , ,._,.. 

then the second term on the right-hand side of (10) is 0 • 

Proof. 'Ihis theorem is a particular case of Theorem 54. 2 • If we pu.t 

v = s in (54.36), then we get (10). 

In both cases, if either c 2:. 0 , Or' c -~ 0 , we can use the method 
--. -~- -. --·-. 

of factórization to obtair1 

(12) 

for Re(q) > O and Re(s) > O 
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Let us suppose that 

(13) ( ) ( ) - +( \ -( ) 1 - ~ q-cs w s - ~ s,q,cJ~ .s,q,c 

f'or Re(s) = O and Re(q) > 0 where +c , " ~ s,q,cj ana ep-(s ,q.,c) :;:;a.tisfy 

the requirements stated aft er formula ( 54. 51) • Such a factorization always 

exists and by (54. 52) we have 

(14) + T{l.og[l-~(q+cs-cv)w(v-s)]} = log~ (v,q,c) + log~-(v-s,q,c) 
,.,_ 

for Re(s) ~ Re(v) > O and Re(q) > O • 

11 c > 0 , Re(q) > 0 and Re(s) ~ O , then by (8) and (13) we obtain 
1 

-Chat 

(15) 

If c < -0 ; Re(q) > O and Re(s) ~ Re(v) > 0 , then in (10) we c:cm 

write that 

(16) Q( ) = 1 _ p(q-cv) T{ [1-~(v-s)] }. s,v,q + 
~ (v,q,c) /\/.... ~-(v-s,q,c) 

By Theorem 51.J.4 it follows that 

(17) W(x) = P{ sup ç;(u) .::_ x} 
"'- O<u<00 

= 

is a proper dîstribution f\mction if and only if 

(18) 
- 00 

\ 1 . 
l -P{x

1
+ ••• +x. > c T} < oo. 

1 
nl""" n n 

n= 
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If thé s.eries in (18) is dtve1'gent, then W(x) = O for all x . 

We note that if !{x1~ c-i
1

} < O o!" ,E{x
1 

= cT1 } = 1 , then W(x) i.s a 

proper àistribt;.tion function, whereas if ,!'.b:1- cT1 } ~- 0 and ,!'{xi ::.: cT1} "" l , 

then W(x) = O for all x • 

'Ihe Laplace~Stieltj es trm1sf orrn 

"" 
(19) rl(s) = J e-sx dW(x) 

0 

can be obtained by Theorem 54. 3 fo:r Re (s) ;~_ 0 • We c.an also obtai.n Q (s) 

b~ the methoà of :Cactori.zat:ion. If we suppose tb.at ,!{x1 = cT1 J < 1 and 

triat (18) is satis..fi.ed, then 1Yv."'e c8n wr1te that 

(20) 

for He (s) = 0 wr1ere 
+. \ er (s, c 1 satisfies the requirernents A

1
, A2, A

3 
and 

~ -(s., c) satisfies the require.'Tients Bl' B2 , B
3 

aft er formula ( 4 3 .131) • In 

this case by 'Iheorem J~3.1:; we obtatn t.hat for Re(s) ~ 0 

(21) 

whenever > c = O and 

(22) 

whenm;er c < O • 

n(s) = qi+(O,c) 
+ 

\Il (s ,c) 

n(s) = <f (-cs) ~-co,c) 
~--c-s ,c) 
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Note. If we suppose in Theorem 2 that the random variables Xp x2, ••• , 

\i, ... are nonpositive with probability 1 , then (10) can be simplified. 

In tl:1is cas~ T{i/J(v-s)} = ljl(v-s) for Re(s) ?_ Re(v) and (11) reduces to 
""- -

(23) . Q(s,v,q) == 1 .... <P(q-cv)[l-ljl(v-s)]V(s,v,q) 

wh.ere 

t~.',') 'T( ,, _ -T{log[l-<P(q+cs-cv)ljl(v-s)]} 
\"-"1" ~ s,v,q, - etv--

for Re ( s) .?:.. Re ( v) > 0 • By ( 9) i.t follows :imrr:ediately that 

V( ) _ -T{log[1.-~(q-cs)ljl(s)]} 
s,s,q - e ,,,._ 

for Re (s) ~ 0 , and by (2/J.) we can eas:Lly prove that 

(~) 
-T{log[l-~(-cs),;•(s+ 9..)]} q ~ . 't" c 

V(s,s+ c' q) = e 

f or Re(s) ~ O • 'Ihus (10) reduces to the following form 

Joo -qt E{ -sn(t)}d-l- q es I ~[l (q)]V' q q/\ 
q 0 e ""' e ... = q..:cs - q-cs <P 1. q-·cs J . -iJ; , c 's- c ~ s ' 

it. 

V(s- 9.. s, q) c' is detennined by (26) s beL"1g replaced by 

In this particular case (16) reduces to 

(28) Q(s,v,q) = 1 - cpiq-cv)[l-~(v-sll__ 
~ (v,q,c)~ (v-s,q,c) 

and by ( 10) we obtain that 

s - q L"l 
c 
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00 

cs[l-ti;·(q) ]cp(q--cs) = _g_ - __ -__ c ____ ~,_~--

q-cs (q-cs)1>-(~,q,c)1>+(s,q,c) 

for Re(q) > 0 aDd Re(s) .::_ 0 

Tne above results make :i.t possible to find the probabilit:i.es (3) and 

(4) for every x if {ç;(u) , 0 < u < 00 } is a general compound recurrent 

process. If we know these probabilities, then we may decide which precautions 

(reinsur2J1ce, etc.) should be taken in order to make the probabilj_ty of ruin 

so small that in practice no r'll.i.n is to be expected. 

l the particular case when · {ç;(u) , 0 < u < 00 } is a compound Poisson 

proces~ we can use the results of Section 54 to f:lnd the probabilities (3) 
! 

and (4). If we suppose that {r;(u) , 0 ~ u < 00 } is a compound Poisson process 

aDd that either only positive risk sums or only negative risk surns occur, 

then the probabi.lities (3) and (1-1) can be determined explicitly by Theorems 

6, 7, 9, 10 in Section 54. In theS3theorems c = 1 or c = -1 which can 

a.lways be achieved by choosing a suitable monetary unit. See also the author 

[ 316 pp. 147-161. J 

64. Storage and Dam Processes. The first mathematical investigations 

of the theory of storage and dam processes started in 1954 by P. A. P. Moran 

[ 445 ] . In the past two decades the theory developed tremendously. Nurnerous 

papers have been published on this subject some of wh:tch are rnenti.oned in the 

references. 

In what fo::J,lows we shall study the mathematical laws governing the 

fluctuations of the stock level in a store or the content of a dam. We 
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suppose that we know the stochastic propertie~_ <:>f the jnput (supply) and the 

stochastic properties of the dema11d, and we want to determine the matherratical 

laws governing the fluctuations of the stock level or the content of the 

dam. It is important to know these laws if we want to provide efficient 

service which satisfy the dema~d consistently with high probability. 

We shall consider various rnathema.tical models for stores and. dams and 

give methods for findir1g the distribution of the stock level or the content 

of the dam , and the distribution of the total empty time in a given time 

interval. 

B'irst, we shall consider the case of -water 

storag,-e (dam~>, reservoirs), Jj_quid storage ( oi1, gasoline), or gas storage 

(natui-'aJ. gas, cornpressed air). In what follows we shall use the terminolog:,r, 

of da"I1..s-; howe:ver, the results can be appl.ied · for general storage process-es 

too. 

Let us consider the following mathematical model of infinite dams. In 

the time interval ( 0, 00 ) water i.s flowing into a dam (reservoir) • Denote 

by x(u) the total quantity of water flowing into the àam in the time 

i:nteJ:T1ral (O, u] • Denote by n (0) the initial content of the dam at time 

U. ;:.; 0 • Let US suppose that in the time :interval (0, 00 ) there is a 

continuous release at a constant unit ra.te when the dam is .not empty. 

If we denote by n ( t) the content of the dam at time t , then we ean 

write_that. 

·- --- . - . -

(i) n(t) = sup{n(O) + x(t) - t and x(t) - x(u) - (t-u) for O ~ u ~- t} 
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f'-or t > 0 • Thi:s f'ormula, can be proved as f ollows: If in the interval 

CO, t J. ·· the daJn never becomes empty, then n (t) · = ll (0) + x (t) - t and (1) 

holdS', 
. . 
If in the interval (0, t] the dam becomes èillpty and u is the · 

™t ti.Y!le "@1.en the da!l ip ernpt;y, theh n (t) = x (t.) .... x (u) - (t-u) ·; a11d (1) 

l'lolds:- in th:ts- case too. 

The total time in the interval (O, t) duri.rig which the dam is empty 

i~ gîven by 

(2) e(t) = sup{O and u - x(u) - n(O) for O < u < t} 

for t ~ O • This can be proved directly, or it can be deduced from (1) by 

~ir1g tke obvîous· relation 

(3) e(t) = n(t) + t - x(t) - n(O) 

Whi:ch. holds for all t > 0 • 

Define also o0 as the time of the first emptiness i..-r1 t]me interval 

©1 -~l , tbat t:;:ï, 

(4) (To = inf{u : r1(0) + x(u) - u -~ 0 and 0 < u < ro} 

and o0 = 00 if n(O) + x(u) - u > 0 for ail u > O • 

We note that for a.ny input process {x(u) , 0 2_ u < 00 } we have · 

()) .. P{e(t) = ojn(O) 
"""' 

f or t > O and c > O , and 

= c} = P{a ~t11 n(O) = c} 
!"'- 0 -· 
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(6) P{e(t) > xln(O) = c} = P{cr0 ~ tln(O) = c + x} 
""' IV-

to:r1 o < x < t and c > 0 • These relations imrnecliatety follow from (2) 

and (4). 

Our aim is to give methods f or finding the distributions of the random 

varia.bles- n (t) ' 6 (t) and cro for various input processes {x (u) ) 0 ,;, u < 00 } • 

Wè: observe that if we consider a single server queue in wh:i.ch the ini ti.al 

v:J:rtual waiting time (:!mrrediately after u = 0) is · n (0) and the total 

servicei time of all those custorers who arTi ve in the titre interval (: 0 _, uJ 

is x ( u~ , then n ( t) can be interpreted as the virtual wai tjng time at 
1 -· 

t+m,e t 1 prov:lded that service is in order of arrival, e(t) can be 

interpreted as the total idle time of the server in the time interval (O, t) 

and oa as the length of the initial busy· period. 

:;I:f' we ~uppqse that { x (u) , 0 ,;, u < 00 } is a corrpound recurrent process, 

that is, 

(7) x(u) = l x
11 

O<T <U n= 

for u > O where T1 , T2'7' Tl' ••• , •
11

- T
11

_ 1 , ••• and xl' x2, ••• , ~, •.• are 

independent sequences of mutually independent and idnetical1y distributed 

posJttve randcm variables, and that n-(0) is a nonnegative random variable 

._. wlp.ch is _independent of the process {x ( u) , 0 < u < 00 } , then we can apply 

the results of Section 62 to find _the distributions and the limiti.ng 

distributions of n_ (t) and e ( t) • 
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Actu.ally, in the queuing process àiscussed in Section 62 we assumed 

that there is an arrival at tirre TO = O and the service time of the 

cU.St~r arrivi_·~ng at time TO = 0 is Xo • 'Ihus the initial vlrtual wa:ltjJ1g 

tirre in the queuing process is n ( 0) = no + Xo where no is the initial 

occupation time of the server. If we consider a dam process with initial 

content n(D) where n(O) is the same as the initial virtual waiting time 

in the queuing process, then the queuing process { n ( t) , 0 < t < 00 } aYld 

the dam proces:s. { n_ ( t) ' 0 <; t <; 00
} becorre identical. 

___ I_f'.. we su.ppose that n(OJ.; is_ a nonnegative random variable which is " 

independent of the process {x(u) > 0 < u < 00 } defined by (7)" then the 

dlstribution of n_(t) can be obtained by the following theorern. We use 

the f ollowing notation 

(8) 

for Re ( s) .::_ 0 , 

(9) 

and 

( 10) 

for Re(s) > = 0 and 

- '.Iheórem 1. If 
... 

-s'Xn 
ip(s) = E{e } ,.,... 

-S{'C -T 
1

) 
~(s) = E{e n n- } 

,..,.... 

n = 1,2, ••• (TQ = 0) 

Re(q) > 0 and-._ .. Re(s) 
". 

> 0 
' 

then we have 
~· ··-.:-

- . . ~ . : . ·~ 

(s-q)f
00

e-qt E{e-sn(t)}dt = {[1 - ~(s)Ju*(~,s,O) ~-~0*c~)} 0 M,.. 

(11) 
S * / * - q {[l - ~(q)]U ,q,q,O) - U0(q)} 
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where, 

*c ) = e-!{log[l-ip(q-s)l/J(s+v)]}. U q,s,v 

(12) 

. ,l'{U~(s+v)ip(q-s)}e-J'{log[l-~(q-s)l/J(s+v)]} 
T { } 

1 -<j>(q-s)i/i(s+v) 

, , for Re(q) > 0 , Re(s+v) ~ 0 and Re(v) > 0 • 

* 
If, in particular, P{n(O) = 0} =l , 

then u0 (s) ;; 1 and (12) reduces to 

(13) u*cq,s 'v) = <j>(q)e-:_T{log[l-ip (q-s )1/i(s+v) J} • 

1 

14oof_. Let us define y1 = n(O) and Yn = n(O)+x1+ ••• +xn-l 
+ 

n = 2,3, ••• and n1 = [n(O)--r1J and 

(14) n = [n +x -(t -t )1 n n-1 n-1 n n-1 ~ 
+ 

IV-

f or 

for n = 2, 3, . • • • Then by Theorem 62. 4 for almost all realizat5.ons of the 

process {n(t) , O < t < ~} we have 

(15) 

(s-q) f 00e-qt-sn(t)-vx(t)-vn(O) dt = 
0 

co -qt -sn -vy -(s+v)x ( ( 
= { l e n n n (l _ 8 n) _ e- s+v)n 0) } 

n=l 

where Re(q~ > O , Re(v) > O and ·. Re(s+v) > O • If we put w = O , p =,1 

and n0+ Xo = n (0) in (62.29), then we obtain (14); By fonning the 

expectation of (15) we get 
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(16) * * . = {[l -· 1/J(s+v)]U (q,s,v) - u0(s+vJ} 

. . * * ~ ~ {[l ~ 1/J(q+v)]U (q,q,v) - u0(q+v)} 

for Re(q) > 0, Re(v) > O and Re(s+v) ~O where 

(17) * . U (q,s,v) 
"" ·-q-r -sn -vy 

= l E{e n n n }. 
n=l IV"' 

J\P. i • t :.+. · we WJl'.':I e 

1 

! 

(18) 
* -q-r -sn -v'Y 

U (q,s,v) = E{e n n n } ; 
. n ,..,., 

* * (19) Un+l (q,s,v) = ,J'{U
11

(q,s,v)cp(q-sN•Cs+v)} 

for n = 1,2, •••• In exactly the same way as we proved Theorem 62.6 we 

* obtain that U (q,s, v) can be expressed by (12). If we put v == O h1 (J..6), 

then we obtain (11) which was to be proved. 

* * If u
0

(s) = 1, then u1(q,s,v) = cp(q) , and thus in this case (12) 

reduces to (13). 

In a similçir way as in Section 62 we can also use the method of 

rá.ctorization :in f:inding the distribution of n ( t) • 

Theorem 62~7 is valid unchar.geably for the l:imiting distribution of n(t) 
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a S' t -+ 00 • 

By (16) we can aJ.so determine the distribution of s(t) • If we replace 

q by q + s and v by -s i11 (16), then we obtair1 that 

(20) 

s * + q+s [l - iJ.i(q)]U (q+s, q+s, -s) 

for Re(q) ~ 0 and -Re(q) < Re(s) 2_ 0 • By analytical continuation we cc:m 

. . * 
èxtend jthe defînition of U (q+s, q+s:, .,..s) for Re(q) > O and Re(q+s) > O , 

and tl~s·· (20) wt.11 be valtd for Re(q) > O and Re(q+s) > O • 

* Jh tbe part;Lcular case when u0 (s) = 1 we obtatn f'rom (13) that 

(21) * U (q+s, q+s, -s) = cp(q+s)V(q+s, q) 

i"C>::t."' R~Cq2 > O avid Re(q+s) .:>... Q where 

·. (22) V(s,q) = e-,!{log[l-cp(s)ljl(q-s)]} 

* for Re(s) > 0 and Re(q) > O • Thus if U (s) - J. > then 
0 

00 

(23) q b e-qt ~{e-ss(t)}dt = c/-f:s + q!s [l - ljl(q)]qi(q+s)V(q+s, q) 

. -· -

for Re ( s) ~ o 'and · Re (q) > O where · V( s, q) is given by (22). This last 
-

~sillt ca.n_ also be obtained frorn (_63. 26) if put __ c = "'"'.l in it _and if' we_ 

replace ljl(s) by ljl(-s) • 
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The l:imiting distribution ar1d the asymptotic distribution of e (t) as 

t -+ <Q. can be studied in a simila.r way as in the case of the c(")rresponding 

~cutng process. 

Finally, the distribution of o0 can be detennined by the relations 

C52 and (62. 

li' we suppose that { x ( u) , 0 ~ u < 00 } is a canpound Poisson process :• 

or mor-e generally, a separable homogeneous process with independent increments 

~fr1ose sai.ïple functions are nondecreasing step functions which vanish at the 

origin wi.th probability 1 , then the distributions of the raridom variables 

n_(t) , e (t) and o
0 

can be determined explicitly. 

If . {x(u) , 0 ~ u < 00 } is a homogeneous stochastic process with independent 

:lncrements for wlüch P{x(O) = 0}= l , then for ever<.J t > 0 the processes 
N'-

{x(u) , O ~- u < t} and {x(t) - x(t-u) , O < u .::_ t} have identical finite 

d:ime:tSional distributions. Thus if the process {x(u) ' 0 ~ u < 00 } is 

separable, then by (1) we can write that 

(24) P{n(t) < x} = P{x(u) - u < x for O < u < t 
= = and n(O) + x(t) - t 5.. x} 

and by (3) we have 

(25) P{e(t) < x} = P { u - x(u) - n(O) .s.. x for 0 < u < t} 

for x > 0 . 
' "::;::: 

be 
rI'he probaqilities (24) and (25) can easily obtained by us:ing " . 

'Iheorem 51. 8 • In tbe particular case wheI'e P{n(O) = O} = 1 these 
:__;v...._ 

probabili ties aT'e gi ven by Theorern 55. 6 and by Theorem 55. 9 for a compound 

Posson process and by Tr1eorem 56.5 and by Theorem 56.7 fora separable 
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homogeneous process {x(u) , 0 < u < ex>} having irrlependent increments and 

nondecreasing sample- functions which increase only in jumps and which vanish 

at the origin with probability 1 • 

Dams óf Fini te Capaci ty. We shall use again the terrninclogy· of dams; 

however, the re sul ts can be applied for general storage processes ·. too. 

tet ~ coru;üder the following mathematical model of fin:lte dams. In 

the time ir1terval ( ö, (X)) water is flowing into a dam (reservoir) • Denote 

by x (u) ttie total qua.'1tity· of water flowing into the dam in the time interval 
-· 

ep·, ü] 1. · The capacity of the dam is a finite positive m1Inber m . If the 

dam ,,.,e,J_,,,,-1,·1es· * r..i _......., full, the excess water overflows. Denote by n (0) the jfiltial 

content of the dam at time u = O • Let us suppose that ir1 the time interval 

(0, oo) there is a continuous release at a constant unit rate· when the dam . 

t.s not eirpty·. 

. * 
Denote by r1 ( t) the content of the dam at time t • Our aim is to 

g:tve ~th9ds for finding the distribution and the limiting distribution. of· 

*, n 1, t) for · various input processes { x ( u) , O < u < 00 } • See references [ 46 3 ] , 

[464 ]. 

If m = (X) , that is, if the dam has unl.i.rnited capacity, denote by n(t) 

* the cont~nt of the dam at time t • We assurne that n ( O) = n ( O) and we . 

* -· ~ shall cQrJ.&ider the two processes - {n (t) ' 0 < t < 00 } and {n(t) ' 0 < t < 00 } 

~·· - -~- . 

sirrrult.aneously. 

FirSt, _lèt us suppose that the input process { x(u) , O < u < oo} is a · 
= 
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. * . compound Poisson process and P { n ( O) = m} - 1 . 

·~ 

Ir-1 this case. 

(26) x(u) = ' l Xn 
O<T <u n= 

for u. > 0 where Tri - •n-l (n = 1,2, ••• , TO = 0) ·are mutually-independent 

and îdenticall~, distributed random varlables with cli.stribution function 

for x > 0 , 

(27) 

for x < O , 

a..vi.d x (n = 1,2, ••• ) are mutually independent and identically distributed ·n 

:po~;ttive random variables wit~- dis~ribution ·tur:ct~on ,E{xn _:_ x} = H(x) and 

the two sequenGes {T } 
n 

and {x } 
n are independent too. 

co 

(28) ip(5) = J e-sx dH(x) 
0 

tof :Re{s) > o • 

Let 

If P{n(O) = m} = 1 , then by Theorem 1 we can prove that ,..,_ 

(29) f"°e-qt E{e-sn(t)}dt _ se-mw(q) - w(q)e-ms 
o ,.,_. - w(q)[s-q-À+Àiji(s)] 

for .Re(q) > O and Re(s) > 0 where_ z = w(q) is the only root of the 

equati.on 
- "· -..;;~ . 

···--··-·- ··--·-·"·--· .. ---· .... 

(30) z = q + À[l ~ ~(z)] 

in the d~11n8î.n Re ( z) > O • We can wri te that 
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(31) w(q) = q + À[l - y(q)] 

where z ;::; y (q) ::j.s the only root of the equation 

(32) Z = $(q + À - ÀZ) 

in the unit circle lzl < 1. We already consideredthe function y(q) in 
Section 62. See formula (62.130). We note that the limit lim w(q) 

q ++o 
= w 0 

Wo ::; 0 if À E{ x } ~ 1 ' and wo > 0 if À E{ x } > l • . - n - ~ n 

In exactly· the same way qs we proved Theorem 55.6 we can obtain 

Pen(t) < x} explicitly. If we use the representation (24) and if P{n(O) = 
""- . ,,.,.. 

m} = 1 , then we have 

t-m 
(33) P{n(t) ~ O} = f (l - t)à' P{x(t) < y} 

IV- 0 y,..,_ 

-

for t > m =-= and P{n(t) = 0} = O 
IV-

for t < m , and 

t 
(34) P{n(t) ~ x} = P{x(t) < t+x-m} - J P{n(t-u) = O}d P{x(u) ~ u+x} 

"- - IV'- = +o ,.,.._ il"" 

for all x and t > 0 • 

* By using the above results we can determine the distribution of n ( t) 

by the f ollowing theorern. 

* · Theóreni 2e If ,!{n (0) = m} = 1 an~ ,!{n(O) = m} = 1 , then 

. O> 

(35) 
O> * q J e-qt P{n (t) 

0 ' r-

J e·-qtP{n(t) < x}dt 
0 ,,.,.... 

< x}dt = ---------· 
O> 

( e-qt P{n(t) ~ rn}dt . ,,,..._ -
0 
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· · for 0 < x < m · and Re (q) · > 0 • 
= = --

* Proof. Denote by m (t) the .expected mrrnber of trans1tions m-+ m - 0 

* . occurring in the interval [O, t] in the process { n ( t) , 0 < t « ('O} , and 

b.y m(t} the· same expectation for the process · { n ( t) , O < t < 00 } • Let 

and 

( 37) 

(38) 

and 

(39) 

(l~O) 

and 

( 41) 

1 

t ~ 
1 

* * * G (t,x) = P{n (u) < m for O < u ~ t and n (t) ~. x} 
rv-

G(t,x) = P{n(u) < m for 0 < u ~ t and n(t) -~- x} 
W.. -

* 0 • Obviou~ly G (t,x) = G(t,x) • 

li'or O < x < m we have == = 

Let 

* P{n (t) ~ x} 
t * 

= J G(t-u,x)drn (u) 
N- -0 

t 
P{n(t) < x} = J G(t-u,x)dm(u) 

-0 /v-

* 00 * µ (q) = J e-qt dm (t) 
-0 

00 

µ(q) ·- f e-qt dm(t) 
-0 . 

for Re(q) > O • 

If we. form, the Laplace transfoID.s of ( 38) and (39) and forui their ratio, 
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then we get 

(42) 
00 * 00 

f e-qt P{n * (t) ~- x}dt = H.J.gl f e-qt P{n(t) < x}dt 
0 ~ µ(q) 0 tv-. 

,f'or Re(q) > O and O < x < m = = 
;r:r we put x=m . * in (42), then P{n (t) < 

N- • 

m} =l and therefore 

(43) 

for Re(q) > 0 • 

b,e- pro'\~d. 
. . 1 

i 

* 00 1 - µ (q) J -qt P{n(t) ~ m}dt 
q - µ (q) 0 e ,.,.._ --

IJ we divide ( 42) by ( 43), then we get (35) wbich was to 

1 * By Tbeorern 2 we can determ:ine the l:L'Ili ting distribution of ri ( t) as 

t + 00 • 

· Théörepi. 3. If_ { x ( u) , 0 ~ u < 00 } is _a c_ornp~_n_~_foJ.s_s_o__n P!'O~ess. 

* defined_g_ (26)' if {x(u) ' 0 < u < 00 } and n (0) are indeE_ende!lt_c,g)d 

P{n(O) < m} = 1 , then 
""--

(44) 

* e:tJ.sts for 0 < x < m and is independent of the distribution of 11 ( O) • = = -~~~~--"'"~~~~~-~~~~--~~~ 

Wé have W(x) = 0 for x < 0 , W(x) is nondecreasing and cont:iJ1uous 4.:n 

the _ _ interval ( 0, oo) and 
~~-=--~~~~~·~~ 

00 

(45) J -sx ( ) s e dW x = --r-[T"j;(s)} -0 s- -w s 

fcr Re(s) > w
0 

.-
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Pröof. The process {n*(t) , 0 < t < 00 } is a. Markov process and we can 

. * eas-iJ.y- prove that the limiti.ng cli.$-tribution fu.nction l:im P{ n ( t) ~· x} exists .. * t+~ -
and is independent of the distribution of n (0) • rllius in finding the Hmit 

* , 
(41f) we may assume without loss of generality that P{n (0) = m} = 1 • If 

P{n(O) = m} = 1 , then by (29) it follows that ,.,._ 

(46) 
-mwo w e-ms 

li.rn w(q) J·ooe-qt E{~-sn(t)}dt - se - 0 

0 
Nv. - s - /..[l - ij!(s)] q -+ 0 

for Re(s) > ui
0 

• Hence by ( ~·5) we can conclude that 

oo -mw x-m 
( 47) lim w(q) J e-qt P{ n (t) -~ x}dt = e O W(x) - w

0 
f W(u)du • 

q+O 0 ~ 0 

Thus lf 0 ~ x < m :1 then 

00 . ~:mw 

(48) l:im w(q) J e-qt P{n(t) ~ x}dt = e. O W(x) 
q+O 0 IV'-

If we multiply both the nurrerator and denorninator on the right-hand 

side of (35) by w(q) and let q + + 0 , then by (48) we obtain that 
l 

!
00 

-qt * W(x) 
(49) l:im q e !{n (t) < x}dt = W[m) 

q ++Q 0 

for O < x < m • Hence (44) follows by an Abelian tbeorem for Lapla.ce 

transforms. (See Theorem 9.10 

·. If 
(50) 

in the Appendix). 

00 

b = j x dH(x) 
0 

and Xb ~ 1 , then w
0 

= 0 and if . Àb > 1 , then w0 > 0 in the above 
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f onnulas. 

If Ä b '/- 1 , then we have 

(51) 

wox <X> 

W(x) = l+~iJ!'(wol - .~ du~_{x(u) < u+x} 

f cr every x • 

If b is a fini te poslti ve nrnnber, and if we de fine 

(52) 
* 1 x H (x) = b J [1-H(u)]du 

0 

* f'or x > O and H (x) = O for x < 0 , then we have 

(53) W(x) = l 
n=O 

rl...* ( :>..b )" .ti (x) 
11 

* * for every x ~!here Hn (x) denotes the n-th iterated convolution of H (x) 

* * . . with itse1f, and H0(x) = 1 for x ~- O and H0(x) = o for x < O • 

Next let us suppose that { x ( u) , O ~ u < co} is a sepa.rable, hcmogeneous 

process with independen~ increments almost all of whose sample f'unctions are 

nondecreasing step functions vanishing at u =· 0 • 'I'hen we have 

(54) E{e-sx(u)} = e-u~(s) 
~ 

for u > O and Re(s) > 0 where 

(55)·· 
co 

~(s) = J (1 -· e-sx)dN(x) 
+o 

and N(x) (0 < x < =) is. a nondecreasing function for which lim N(x) = 0 
x+ro 

and 
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(56) 
1 
f xdN(x) < "" • 

+o 

ïf we approximate the process {x(u) ' 0 < u < 00 } by a :sequence of 

-es 
:suitably chosen carrpound. Poisson process in such a way that the fini te 

A , 

dimensional distribution 1\lnctions of the approximating processes converge 

to the corresponcling finite dimensional distribution functions of the process 

{ x (u) , 0 ~ u < 00 } , then by '111.eorem 52. 3 'lJ\re can conclude that Theorem 2 

remains valid for the more general process { x ( u) , 0 ~ u < 00 } defined above. 

If P{n(O) = m} = 1 , then by (29) we can conclude that now we have ,,,._ 

(57) 
oo -m.w(q) -ms 

l . -qt E{ -sn(t)}dt = se - w(q)e 
0 e ~ e w(q)[s - q - <P(s)j 

:.t:~r Re(q) > 0 and Re(s.) > 0 and z = w(q) is the only root of the equat~on 

(58) ' z -· q ::: ~ ( z) 

în the domain Re(z) > 0 • Fonmlas (34) and (35) remain valid. unchangeably 

for the more general process { x ( u) , O < u _< 00 } • 

Theo:r.ern 3 rernains also valid for the more general process {x(u) , 

O < u < 00 } wi th the modification that now 
= 

00 

(59) f e-sx dW(x) = -s_-:-.(...-s..-) 
-0 

for Re(s) > w
0 

where w
0 

= lim w(q) • 
q ·++o 

whereas, _:lf ,;::{x (1)} . > _l , tnen w0 >, o . 

If E{x(l)} < 1 , then 
""-

u.'o = o , 
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We note that if E{x(l)} ~ 1 , then we have ,.,,._ 

(60) 

x • 

If' E{x(l)} = p :ts a f:tn:tte positive nUirber, then there ex:Lstt:> a - * distrlbutlon function H (x) of a nonnegative random va"1:•iable such that 

(61J J we-sx dH* (x) = ~(s)_ 
0 pS 

1 

tor Re(s} >- o _ * By the aid of H (x) we can write that 

1 

C62) 
cu " 

W(x) = I pn H-n (x) · 
n=O n 

. * * f!0r evecy x where H11 (x) denotes the n-th iterated convolution of H (x) 

* * w:tth. itself, and HO (x) = 1 f'or x > 0 and Ha (x) = 0 for x < 0 • 

First, let US suppose that {x(u) , 0 < u < 00 } is a 

. gamna înput , that :ts-, 

(63) 
µX 

· ) 1 f -y u-1 P{x(u ~ x} = f"T.'.' e y dy 
,.,.... i 1,.U; Ü 

for x .::_ 0 whe:re µ is a positi ve constant. In this case 

(64) 
. . s 

~(s) = log(l + -) . µ 

and p = E{x(l)}:::. 1/:1 • 
IV-
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If JJ > 1 , then 

(65) W(x) = ~JJ~ - µ f oo -µ(y+x) [µ(y+x»Y-1 
µ-1 o e r(y) d.y 

f or x > 0 and if µ < 1 , then 

"*" * e(µ -µ)x 
{' -µ(y+x) [ ( ) .,v-1 

(66) W(x) µ -µ y+x _1:__ dy = 
* 

- µ e 
µ - 1 0 

r(y) · 

* * * -µ -µ 
f or x )> 0 where j..\ > 1 and \l e = µe . = 

~cond, let US suppose that - {x(u) , 0 ~ U < 00 } j_s a stable process of 
1 . 

type · ~Ca.s 1, 1, 0) whe:re 0 < a < 1 • Jn this case 
[ 

(67) :P(s) == sa 

tor ï;\e(s) ?... 0 and p = E{x (1)} = ""• By (59) we obta:in that 
""--

C68) 
co n(l-a) 

W(x) l --r-x...,__. 
= n=O r(n(l-a)+l) 

for x > 0 , that is W(x) = E
1 

(xl-a) 
-a f or x ~ 0 where E1 (z) 

-·a 

Mittag-Leffler function defined by (42.180) for 0 < a < 1 • 

We note that we can prove directly that 

(69) - * 1.im1frt (t) < x} = !{x(u) ~- u + x for 0 ~ u ~- <J(m-x)} 
t -+ ... 

f or 0 < x < m where = = . 

(70) Ci(m--x) = inf{u x(u) - u < x-m for 0 < U < 00 } 
= 

is the 
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and o-(m-x) = 00 if k(u) - u > x - m for all u > 0 • Se reference [463 ]. 

Note. Pinally, we rent ion a further generalization of Theorem 3. Iet 

US suppose that . {t,; (u) , 0 .S.. U < 00 } is a separable, hornogeneous process with 

independent increments· for which the sa'Ilple functions have no negative jumps and 

vanish at u = 0 with probabîlity 1 • Then 

(Tl) 
.:....{ -s.;(u), __ euli'(s) 
!!. e s ,.._ 

exists for Re (s) ~ O and 

(72) 
00 . . l 2 2 

'l'(s) = as + 2 cr s + f (e-sx - 1 + sx2)dN(x) 
0 l+x 

2 ·wh_ere a :ts· a real constMt, a is a nonnegative constant, N(x) , O < x < 00 , 

t~' çi nondecreasing f'Unction of x sat1sfying the requirements lim N(x) = O 

a.nd. 

( 73) 
1 

f x2
aN(x) < 00 • 

0 

x -+ co 

To exclude some·triVial cases we suppose that either a2 
> O or a > 0 and 

N(xJ ~ 0 , 

Now let us cons:i.der a da-rn in which the level of the dam may vary in the 

interval (-00 , 00 ) and let n(t) = n(O) + .;(t) be the level of the dam at 

time t wher-e 11(0) is a random variable which is independent of f .;(u) , 

0 < u < 00 } and for whlch P{O ~ n(O) .s_ m} = l • Let us also define another = ,.,,_,_ - -

* dam process- ·in which the initia1 content is n (0) = n(O) and in which the 

level va.ries according to the process { i; ( u) , O < u < c:0} , only in the. 
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interval [O, m] where m is a positive constant. That is, the dam bas 

capacity m , and the excess water overflows, and if necessary auxiliary 

water is used to ensure that_ the level never decrease below 0 • Denote 

* by n (t) the level of the finite dam at time t • 

Ih reference [ 464] we proved that the l:i..miting distribution 

(74) 

* ex:tsts· f or 0 < x < m and is independent of the distribution of n ( O) • 

We- havJ W(x) = 0 for x < O , W(x) iS nondecreasing and continuous 
1 

1 

the rtg,.l\t in tI1e interval (0, 00 ) and 

"" 
C75) -sx s J e dW(x) = -....o '!'Ts) 

on_· 

for Re(s) > w0 where w0 is the largest nonnegative real root of '!'(s) = O • 

Examp1es. First, let US suppose that {t;(u) ' 0 < u < 00 } is a separable 

Brownian motion. process for which E{ç; (u)} = -cxu and Var{ t; (u) l = (iu where 

2 0 Ti" cr > • nen 

(J6) 

and 

( 77) -

Now- w
0 

= o if 

tv- ,,,.._ 

ç;(u) ·..:. a.u · 1 x -y2;2 
P{ < x} = - f e dy 
~ ~ /2Tf-co -1 a:'- u 

a. ~- O and 

1 2 2 
~(s) ~ ~ a.s + 2 a s • 

if a. > 0 . Since 
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00 

(18)'. f . -sx- ( ) 2 e dWx = 
2 0 s(o s-2a) 

for Re (s) > w
0 

, we get by inversion t:b..at for x ?_ 0 

(79) 

whenever a. 1 O , and 

(80) 

whenever a. = o . 

W(x) ~ 1 (e2a.x/o2 - 1) 
a 

W(x) 2x 
::.: 2 

0 

-- ~ a ~ond exanple,- let re suppose tbat { 1; (u) , O ~- u < 00 ) is a 
1 
1 . 

s:epwa.ble stable process- of' type S(l, 1, ;, l - C - a) where C = 0.5T!2157 ••• 

~ Eu1er' s constant. In thts case 

(81) 
"" 

'f'(s·) = as + f (e-·sx_l + sx 
2

) d~ "" (a-l~+log s)9 
0 l+x x 

f.or Re (s) > 0 and w = e 0 
1-C-a 

By (73) we obtain that 

(82) W(x) = J(w0 x) 

f0r x > O where 

"" u 
(83) J'(x) = b r(~+1r du 

for x > O • By a result of G. H. Hardy [ 428 p. 196] we can also WTite that 

""· -ux 
(84) J(x) = ex - J 

2 
e · 

2 
du 

0 u[n + (log u) ] 

f or x > 0 • 
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65. Problems 

65 .1. Let us consider a single server queue with recurrent :input a"ld 

general service times. Denote by e(t) the total idle t:ime of th~ server 

in the t:ime interval (O, t) . Give a method for f:inding the distrl.bution 

of e (t) . 

65. 2. Let us consider a single server queue wi th recurrent input and 

general servlce t:imes. Let us suppose tbat P{n0 = 0} = 1 and x ,.,,.,.. n (n = 

0,1,2, •.. ) and T-T l n n- (n = 1,2, ..• ; TO= 0) are independent sequences -

-_of _mutually independent and identically distributed positive random variables-. 

Denote by e ( t ) the total idle t:ime of the server in the time interval ( O, t )_ . 

Find the limiting distribution of e ( t) as t + "' in the case when 

E{T - T 
1

} = a and E{ x- } = b exist and a < b • 
"""n n- /V"-'n 

65. 3. Let us consider a sirigle"·server queue with recurrent input and 

general service t:irnes. Denote by TO= O , T
1

, T
2

, ••• the arrival times, 

Xo' x1 , x2, .• , the service times, an:i n0 the initial occupation t:lme of the 

server ... Let us suppose tbat service is in or-der of arTival and denote by nn 

the waiting time of the customer arriving at t:irne Tn Let 

x(u) = O<r <u'X:n 
n= 

for u > O . Prove that if !h1 = x1} < 1 , then 

l:irn~{nn < x} = !{ sup [x(u) - u] < x} 
n + "' O~<oo 
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65. 4. Let us consider a single,1server queue in which service is in 

order of arrival. Denote by 'o = O, , 1 , ,
2

, ..• the arrival times, x0 , x
1

, ... 

the service times, and n the waiting time of the customer ar.ei ving at time n 

• De fine the inverse queue as a single server queue in which the arri val 
n 

times are O, x0 , x0+ x1, ... , the service tirries are 'l' • 2- T1, ... and 

* * the initial occupation time of the server is n0 . Denote by Po the nurnber 

of customers served in the initial busy perioj in the inverse queue. Prove 

tbat 

P{n < xln0 = O} ,.,.., n ·-

f or 0 and n = 0,1,2,... . 

65. 5. Pr·ove f'ormula ( 62 .133) . 

65.6. Let us consider a single -server queue with recurrent input and 

general service times. Denote by a the expectation and 
2 -.··· 

cra the variance 

of the interarrival times, and b the expectation and cr~ .the variance of 

the service times. Denote by nn the waiting time of the n-th customer 

and by n(t) the virtual waiting t:ime at time t . Let us suppose that 
') 2 . 

a = b is a finite positive number and 0 < cr~+crb < 00
• Find the asymptotlc 

dj_stribution of nn as n+ 00 and the asyrnptotic distribution of n(t) 

as t -+ 00 • (See S. M. Brodi [ 39 ] . ) 

65. 7. Let us consiàer a singl~· server queue wi th recurrent input and 

general service times. Denote by F(x) the distribution function of the 

interarrival times, and H(x) the distribution function of the service times. 

Let us suppose that 



X-94 

xa[l-H(x)] = h(x) and JJm xcx[l-F(x)] = 0 
x + CID 

where , < a. < 2 . and. ljm h(wx)/h(x) = 1 f or any .J.. w > 0 , furthermore 
x -T CID 

that 
CID 00 

J xdH(x) = J xdF(x) = a 
0 0 

is a positive number. Fli1d the asymptotic distribution of n , the wait:ing 
n 

time of the n-th custorner, and the asymptotic distr:i.bution of n(t) , the 

virtual waiting time at time t . 

.. - . 6~.8~ Let:·us consider a single- server queue with recurrent input and 

genera~ service times . Denote by F (x) the distribution function of the 
i 

inter-arri val times, and H (x) the distribution function of the service tin:.es . 

Let us suppose that 

... a.. - . Cl . 

lim [1-F(x)]x 1 = ~ and lim [1-H(x)]x 2 = a
2 

.X, + .. "'.'. . .... X .. + 00 

wnere· a
1 

and a 2 are finite positive numbers and 0 < a2 < cx1 < 1 . Determine 

. the· asyrrptÖtiD dlstribution Of ·n(t) ~ the virtual waiting. timè a:f time t s 

as t+CID 

65.9. Prove (62.175) by using Theorem 59.3 . 

65 .10. L.et us consider a single·;"server queue wi th recurrent . input ·and 

_ general serviG~ _t:irp.es. Denote by. a the. e:xpectation and cr2 the vai1 iance - - _--- -- -- .-: - a -

of the inter~iV:a~ times, and ,_ b the expe?~ation and . cr; the vari8:1'1ce of 

the serv:j,ce tirrleEï. Let us suppose: t.hat. él,, = .b . is a fini te positive numbe:r: 

and 0 < cr~ + cr; < CID . Find the asymptotic distribution of e ( t) , the total 

idle time of the server in the time interval (0, t) , as t + 00 • 

65.11. Prove (62.194) by using Theorem 59.3 . 
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